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Hideo Kodama 
Theory Center, KEK 

JGRG25,  YITP,   9  December 2015 

Maximal Symmetry Principle 
 Personal Great Ansatz 

Maximal SUSY:                  N=8  SUSY 
Maximal ST sym.:              D=11 Lorentz 
Maximal Internal sym.:   ??? 

High 
Energy 

Low 
Energy 
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Plan of the Talk 

z Introduction 

– Maximal symmetry principle ? 

z Do we have a successful influm in string/M theory? 

– No-Go theorems against cosmic acceleration 

– Remaining options  

z Inflation in 4D supergravity 

– N=8 gauged supergravity  

– Inflation in the SO(4,4) gauged maximal supergravity  

z Can we uplift a maximal supergravity influm to 11D? 

– Uplift of the SO(8) gauged theory  

– Uplift of the SO(4,4) gauged theory 

z  Summary 
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SEC 

Raychaudhuri Equations  [1955] 

Strong Energy Condition   
=Timelike convergence condition 

For any timelike vector V,  

Implications 
If the strong energy condition is satisfied;  
• gravity becomes attractive; 
• the cosmic expansion decelerates. 

Gibbons’  No-Go Theorem 

Gibbons GW (1984):  Aspects of Supergravity Theories, Three lectures given at 
GIFT Seminar on Theoretical Physics, San Feliu de Guixols, Spain, Jun 4-11, 1984. 
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Proof 
From the assumptions,  we have 
 
 
 
for any timelike vector V parallel to X.   By integrating this equation over Y, 
we obtain 
 
 
 
 
If  RVV ¸ 0 and W is regular and bounded everywhere, the right-hand side 
of this equation is non-negative. Hence, we obtain 

Accelerating 4D Universe from 10/11D 

z To circumvent the No-Go theorem,  at least one of the 
following conditions must be violated: 

1. Semi-classical description of  the internal structures . 

2. Warped compactification: ds2(MD) = W(y)2 g(X4)+ g(Yn). 

3. Yn: stationary, compact and closed.  

4. W(y): a smooth, non-vanishing and bounded function. 

5. The original semi-classical HD theory satisfies the 
strong energy condition. 
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Maldacena-Nunez’s No-Go Theorem 

Note: A stronger result can be obtained for  the massive IIA supergravity. 

[Maldacena JM, Nunez G (2001): IJMPA16, 822.] 

No-Go Theorems for Corrections to HD Theories 

No SO(4,1)-invariant compactification for the following modifications 

z IIB   

– adding smeared D-branes and anti-D-branes 

– without O-planes, α’ corrections, NP corrections, loop corrections 

[Dasgupta et al  2014; Giα’ ddings, Kachru, Polchinski 2002] 

z Heterotic  

– adding gaugino condensates and perturbative α’ corrections   

– No stringy loop or non-perturbative correction  

[Gautason, Junghans, Zagermann 2012;Quigley 2015] 

z Heterotic or type IIB with no RR fluxes  

– all  perturbative α’ corrections and WS NP effects 

– no stringy loop or non-perturbative correction  

[Kutasov et al 2015]  
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Remaining possibilities 

z Stringy higher-loop/non-perturbative effects 
⇒ ??? 

z Higher-order α’ corrections with  RR fluxes  (type II SST) 
⇒Kaehler uplifting of  the KKLT-type compactifications. 

KKLT-type LVS in the type IIB  

– CY compactif of  a no-scale IIB w SD flux + NP qn effects (D-
instantons/gaugino condensates) + D-branes+O-plane + higher-
order alpha’ corrections (+ string loop corrections) 

=> Effective  4D N=1 sugra models   

z Non-compact internal space  
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Basic 4D Supergravity Theories  

N classification mult. N=8 Æ N’ Scalar Manifold dim 

8 unique [2]8 SymS:  E7(7)/SU(8) 70 

6 unique [2]6 +2[3/2]6 SymS: SO*(12)/U(6) 30 

5 unique [2]5 +3[3/2]5 SymS: SU(5,1)/U(5) 10 

4 
n = #of vector 
multiplets 

[2]4 

+n [1]4 

(n=6) 
+4[3/2]4 

SymS: SU(1,1)/U(1) 
xSO(6,n)/(SU(4)xSO(n)) 

6n+2 

3 
n= # of vector 
mulltiplets 

[2-1/2]3 

+ n [1]3 

(n=4) +6[1]3 
+5[3/2]3 

SymS: 
SU(3,n)/(U(3)xSU(n)) 

6n 

2 
Prepotential 
F(Z) 
(huv,JI) 

[2-1]2 

+nV [1]2 

+2n
H
[1/2]2 

Special Kaehler  
x Quaternion-Kaehler 

2nV 

+4n
H
 

1 
K(Z,Z*) 
W(Z) 
NAB (Z) 

[2-3/2]1 

+nV [1-1/2]1 

+ nc 
[1/2]1 

Kaehler-Hodge 2nc 

V=0 

No Func. 

Unique 

Influm by N=1 Supergravity 

z The η-problem 

 

z Shift symmetry 

 

z Instability problem 

 

z Stabiliser problem 

 

z Uplift problem  
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Gauging 

D=4 N=8 
 ungauged SUGRA 

Duality Group 
 E7(7) 

Non-Abelian gauge fields are 
coupled to the scalar fields. 

D=4 N=8 
gauged SUGRA 

Gauge Group (28 dim) 
 G ½ E7(7) 

Abelian gauge fields are 
uncoupled to the other fields. 

No potential. 
All fields are massless. 

Non-trivial potential and mass 
terms. 

Classification of the SL8-type Gaugings 
z Dyonic gauging 

 
 
z Non-degenerate cases:   θξ=1 

 
 
 

z Degenerate cases:  θξ=0 
 

  
  

Electric gauging : 

Deformation parameter s 
 [Dall’Agata,  Inverso  2012;  HK, Nozawa  2013] 
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Special SL8-type Gaugings 

All special SL8-type dyonic gaugings  are classified (GTTO): 
 [HK, M Nozawa  (2013) ;  G Dall’Agata, G Inverso (2012)] 

 

θξ=1： 
 

θξ=0： 
   

 

  

 

Special SL8-type gauging Ù  SL8-type gauging in which  one of the 
critical point can be moved to the base point by a SL8 transformation. 

Inflationary Universe in the 4D Maximal Sugra 

z Only three dS vacua have been found up to this point: 

– SO(4,4) gauging:   HW saddle point and DI saddle point 

– SO(5,3) gauging:  HW saddle point. 

z Stable Starobinsky-type inflation  in the SO(4,4) gauging 

– Attractor slow roll trajectories consistent with observations exist 

for the deformation parameter s around its critical value. 

 

 

 [HK, M Nozawa 2015] 

Is there an uplift of this theory to the 11D sugra? 
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Inflation in the  SO(4,4) Maximal Sugra 
HK,  M Nozawa: JCAP 15025, 028 (2015) arXiv: 1502.01378 

498



D=11 Supergravity 

z Fundamental fields 

 

 

 

z Action 

 

 

 
 

 

 

[Cremmer, Julia, Scherk 1978] 
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Uplifting of  4D maximal sugra to 11D  (1) 

z Ungauged            =>  M / T7   
    [Cremmer, Julia 1978] 

 

z Nil gauging         =>  M / Twisted T7   (no gauge flux) 
– Some stable Minkowski vacua:   with geometrical flux 

     [Cremmer, Scherk 1979; Schwarz 1979；Kaloper, Myers 1999] 

 

z SO(8)-gauging    =>  M / S7   
– SO(8)-inv. stable  adS vacuum :   round S7 with no torsion 

– SO(7)-inv.  unstable adS vacua:   round S7 with parallelising torsion 

[Englert et al 1983; de Wit, Nicolei 1984] 

– Full uplifting for the electric SO(8)-gauging. 

 [de Wit, Nicolei 1987;  Nicoli, Pilch 2012; de Wit, Nicolei 2013] 

Uplift of the SO(8)-inv. critical point 

z SO(8)-invariant critical point  of the 4D SO(8) theory. 

– Potential:  V0 = - 3g2/4  =>  adS vacuum 

– Masses:  OSp(4|8)  massless multiplet. 

z scalar:  ms
2/|V0| = -2/3  > -3/4  [35+35] (BF bound) 

z vector, ½ field,  graviton: massless  [28, 56,  1] 

z 3/2 field:  m3/2
2/|V0| = 1/3  [8] 

z Uplift to 11D 

– Geometry:   M11= adS4  £ round S7 with 

– Flux:   F=f Ω(X4)  with   

– Masses of  perturbations:  “The lowest supermultiplet” has the 
same spectrum as above. [Duff, Nilsson, Pope: PLC130, 1 (1986)] 

¾ The gauge coupling constant corresponds to the curvature scale of Y7. 
¾ The gauge group is the isometry group of  Y7. 
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KK tower at the SO(8)-inv point 

Level  n  mass spectrum 

-2 0+:  8  [1]  

-1  ½:  1   [8c],  0+:  3  [8v]    <=  Gauge modes 

0     2:  0  [1],   1 - : 0 [28adj],    0+:  0  [35] ,   0 -:  0  [35] 

3/2: 0 [8s],    ½: 0 [56]  

1     2:  7  [8v],  1- : 3 [160],  1+ : 15 [56],  0+:  -1  [112] , 0 -:  3  [210] 

3/2:   1  [56],  49 [8c],   ½: 1 [126] ,  9 [160]  

2    2:  16  [126],  1- : 8 [105],  48 [28], 1+ : 24 [56],   

 0+:  0   [294],  24  [50], 80 [1] ,   0 -:  8  [560] ,   0 -:  48  [15] 

3/2:  4   [70],   64  [56],    ½: 4 [112] ,  16 [280] ,  36 [160] ,  64 [8s]  

3  …. 

�D=4 N=8 SO(8) sugra is not a simple KK reduction of D=11 Sugra. 

¾ Each massive supermultiplet contains fields with different masses. 

¾ A negative mass2 mode and zero mass mode are contained in massive 

supermultiplet. 

Uplifting of 4D maximal sugra to 11D (2) 
-- Non-compact semi-simple gauging -- 

z HW dS vacua 

– SO(4,4) gauging:  SO(4)xSO(4)-inv. 

– SO(5,3) gauging : SO(5)xSO(3) –inv.  

     =>  M / HE
p,q    :   ‘Non-compact’  internal space 

[Hull, Warner 1988] 

 

z DI dS vacuum 

– SO(4,4) gauging: New SO(3)xSO(3)-inv.  dS  vacuum 

=>  M/deformed HE
4,4  with internal 3-form flux 

[Baron,   Dall’Agata: arXiv: 1410.8823] 
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Hp,q
E 

z Generalised  hyperboloid:   H+/- p,q ½  Ep,q 

 

 

 

z Embedding to  the Euclidean space  Ep+q 

Questions 
z Scalar field mass 

Scalar fields have (mass)2 of the order of  g2. 

✔How do these mass arise by  mass-less truncation in the KK 
reduction? 

Is there a mass gap for perturbations in 11D for ‘open compatif’ ?  

z Scalar potential 
Where does the potential come from? 

Why is the potential unbounded in the gauged extended sugra? 

Can we avoid the unbounded potential from 11D perspective? 

z Local Susy 
Non-compact internal spaces has no global Killing spinor. 

Where does the N=8 local susy come from? 
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Uplift Prescription for the SO(p,q) gauging   

z To realise SO(p,q) gauge symmetry,  

embed the Killing vectors of  the indefinite metric space  Hp,q  to  HE
p,q: 

 

 

z 11D metric 

 

 

 

 

 

 

 

 

[Baron, Dall’Agata: JHEP1502, 003 (2015)] 

35 scalars 

‘Electric’ gauge fields 

z Form  gauge fields 

 

 

 

 

 

z Spinor fields 

Not determined yet! 

Can we utilise the  Killing spinor on  H4,4 with indefinite 
metric? 

35 axionic fields 

‘Magnetic’ gauge fields 

11D Einstein eqs 
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Example: SO(4,4) gauging 

z HW dS critical point: SO(4)xSO(4) invariant 

– 4D 

 

 

 

– 11D 

 

 

 

 

z DI dS critical point: SO(3)xSO(3) invariant 

An uplifting solution with cohomogeneity 2 non-compact  internal space 

and an internal flux was constructed. [Baron, Dall’Agata 2015] 

The Origin of Potential and its Unboundedness 

z The Origin in  D=11 supergravity 

 

 

 

– Scalar curvature 

 

 

– Flux Contribution from the 
boundary ∂ Y at infinity 
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z Estimation for the SO(4,4) uplift 
All integrals diverge. So, regularisation is required. 
– The gravitational constant 

 

 

– VR 

 

 

 

 

 

 

– VF 

 

 

– Cosmological constant 

  

 

 

 

z Scaling behavior 

 
– Internal geometry 

 

 

 

 

– Flux 

The potential diverges in the small internal space limit   λ! 0.  
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Harmonic Analysis on H4,4
E 

z Scalar Laplace-Beltrami operator 

– 11D metric: (y=2ψ) 

 

– Harmonic expansion: 

 

  where 

z Spectrum 

– Normalisation 

 

 

– Continuous spectrum 

 

 

– Discrete spectrum:  l1 > l2+1  

 

 

– Low lying modes 

z l2=0, l1=0,1 :   no discrete spectrum 

Continuous spectrum:  λ ¸ 9/4 

z l2=0, l1=2 :    

Continuous spectrum:  λ ¸ 25/4 

Discrete spectrum:  λ  = 6. 

The lowest mode  λ=0 (u=const) 
is not contained in the spectrum 
because it is not normalisable. 

Gravitational tensor 
perturbation wrt  S3

1,  but 
no counterpart in the 
spectrum of the 4D theory. 
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The Origin of the Maximal  Local SUSY  

z SO(8) gauging 
In the case of compactification on S7,  local SUSY transformations are 
defined after the deviation of the internal geometry from the round 
sphere is “gauged away”  with the help of the generalised frame field. 

z SO(p,q) gauging 
 The number of local  SUSY is determined not by the real structure of 
the internal space, but rather by its maximal geometry, which need 
not be Riemannian. 

 

These examples suggest that the maximal number of local SUSY is 
determined by the topology of the internal space,  but we cannot give 
a definite argument to support this. 
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z 4D vs High D 

– Four-dimensional supergravity theory may not be a simple low 
energy effective theory of a compactified higher-dimensional theory. 

– This implies that either of them is not reality.  

z Compactification by non-compact space 

– If you believe that higher-dimensional unified theory describes  
reality,   compactification by  non-compact space  can be a very 
fascinating  remaining option to realise an inflationary universe. 

– Lots of work have to be done to confirm this possibility: 

� Clarify the geometrical meaning of  the deformation parameter 
in the dyonic SO(p,q)-gaugings. 

� Complete the embedding formula of 4D to 11D/10D. 

� Check the stability of the embedding --  the complete spectrum 
of perturbations.  

� List up all critical points of the potential for non-compact semi-
simple gaugings. 

� Explore non-SL8 gaugings. 
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Killing spinors  

z Killing spinor in 11D 

 

 

z Freund-Rubin type warped compactification 

 

 

 

 

 

 

Condition for Maximal Susy on Y7 

f ≠ 0  case: 
 
 
 

 
 
 
Therefore,  for the maximal susy with f ≠ 0, 
z  No warp, 
z Y7 must  be a round sphere S7 , 
z the internal flux should vanish:  F=f dΩ(X4). 
(𝑇𝑇7  can also have the maximal susy for  F=0. )   
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Uplift Ansatz: Linear level 

z Spinor fields 

 

 

 

 

 

– susy trf 

[B. Biran, F. Englert, B. de Wit, H. Nicolai (1983) ] 

z Metric 

 

 

 

 

 

 

z Form gauge field  
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Non-linear Uplifting Prescription 

z Ansatz on the 11D  sector 
– Bosonic fields 

 

 
where 

 

 

– Spinor fields 

 

 

 

 

 

[H. Nicolai, K. Pilch (2012);  
B. de Wit, H. Nicolai (1987) ] 

z Generalised frame field 

 

 
where    Φ(x,y) 2 SU(8) 

z 4D -> em
AB 

 

 

 

z Metric  <=  “Non-linear metric ansatz” 
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z Generalised Vielbein Postulate 

 
where 

 

 

 

z Flux <=  “A-eqs” 

 

 

SO(7)-invariant solutions in 4D and 11D 
z 4D SO(8)-gauging  [de Wit-Nicolai  1984] 

 
 

 
 
 
 
z 11D  S7 compactification   [Englert  1982; de Wit-Nicolai 2012] 

It was confirmed that the non-linear uplift formula correctly gives the 
known solutions in D=11 supergravity. 

 

  
However,  the mass spectrum has not been calculated. 

SL8-type 

non-SL8-type 

SO(7)+  => Deformed  S7  with no internal flux   

SO(7)-  =>  Round  S7  with internal flux  
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“On mathematical study of the Einstein-Euler-de Sitter equations”

by Tetu Makino

[JGRG25(2015)4a1]
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On mathematical study of the

Einstein-Euler-de Sitter equations

Tetu Makino

(Yamaguchi University, Japan )

December 9, 2015 / JGRG25 at Kyoto

1

1 Introduction

The Einstein-de Sitter equation:

Rµν − 1

2
gµν(g

αβRαβ)− Λgµν =
8πG

c4
Tµν

The energy-momentum tensor of a perfect fluid

Tµν = (c2ρ+ P )UµUν − Pgµν .

2
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Assumption. P is a given analytic function of ρ > 0 such that

0 < P, 0 < dP/dρ < c2 for ρ > 0, and P → 0 as ρ → +0. More-

over there are positive constants A, γ and an analytic function Ω on a

neighborhood of [0,+∞[ such that Ω(0) = 1 and

P = AργΩ(Aργ−1/c2).

We assume that 1 < γ < 2 and
1

γ − 1
is an integer.

3

Spherically symmetric metric:

ds2 = e2F (t,r)c2dt2 − e2H(t,r)dr2 −R(t, r)2(dθ2 + sin2 θdφ2).

co-moving :
U ct = e−F , Ur = Uθ = Uφ = 0.

!

4
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Equations on {ρ > 0}:

e−F ∂R

∂t
= V (1a)

e−F ∂V

∂t
= −GR

( m

R3
+

4πP

c2

)
+

c2Λ

3
R+

−
(
1 +

V 2

c2
− 2Gm

c2R
− Λ

3
R2

) P ′

R′(ρ+ P/c2)
(1b)

e−F ∂ρ

∂t
= −(ρ+ P/c2)

(V ′

R′ +
2V

R

)
(1c)

e−F ∂m

∂t
= −4π

c2
R2PV (1d)

Here X ′ stands for ∂X/∂r.

5

Put

m = 4π

∫ r

0
ρR2R′dr,

supposing that ρ is continuous at r = 0.

e2H =
(
1 +

V 2

c2
− 2Gm

c2R
− Λ

3
R2

)−1
(R′)2.

e2F = κ+e
−2u/c2

with

u :=

∫ ρ

0

dP

ρ+ P/c2
=

γA

γ − 1
ργ−1Ωu(Aρ

γ−1/c2).

6
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Note

ρ = A1u
1

γ−1Ωρ(u/c
2), P = AAγ

1u
γ

γ−1ΩP (u/c
2)

with A1 :=
(γ − 1

γA

) 1
γ−1

.

7

2 Equilibrium

The Tolman-Oppenheimer-Volkoff-de Sitter equation:

dm

dr
= 4πr2ρ, (2a)

dP

dr
= −(ρ+ P/c2)

G
(
m+

4πr3

c2
P
)
− c2Λ

3
r3

r2
(
1− 2Gm

c2r
− Λ

3
r2
) . (2b)

8
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For arbitrary positive central density ρc there exists a unique solution

germ (m(r), P (r)), 0 < r ≪ 1, such that

m =
4π

3
ρcr

3 + [r2]2r, (3a)

P = Pc − (ρc + Pc/c
2)
(4πG

3
(ρc + 3Pc/c

2)− c2Λ

3

)r2

2
+ [r2]2.(3b)

Here [X]Q denotes a convergent power series of the form
∑

k≥Q akXk.

We denote

κ(r.m) := 1− 2Gm

c2r
− Λ

3
r2,

Q(r,m, P ) := G
(
m+

4πr3

c2
P
)
− c2Λ

3
r3.

9

Definition 1. A solution (m(r), P (r)), 0 < r < r+, such that ρ >

0,κ(r,m) > 0 of (2a)(2b) is said to be monotone-short if r+ < ∞,

dP/dr < 0 for 0 < r < r+, that is, Q(r,m(r), P (r)) > 0, and P → 0

as r → r+ − 0 and if

κ+ := lim
r→r+−0

κ(r,m(r)) = 1− 2Gm+

c2r+
− Λ

3
r2+

and

Q+ := lim
r→r+−0

Q(r,m(r), P (r)) = Gm+ − c2Λ

3
r3+

are positive. Here

m+ := lim
r→r+−0

m(r) = 4π

∫ r+

0
ρ(r)r2dr.

10
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Suppose that there is a monotone-short solution (m̄(r), P̄ (r)), 0 <

r < r+, satisfying (3a)(3b), and fix it. Then the associated

function u = ū(r) turns out to be analytic on a neighborhood

of [0, r+] and

ū(r) =
Q+

r2+κ+
(r+ − r) + [r+ − r]2

as r → r+ − 0.

11

3 Equations for the small perturbation from the

equilibrium

Solutions of (1a)-(1d) of the form

R = r(1 + y), V = rv

with small unknowns y, v

!

12
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e−F ∂y

∂t
=

(
1 +

P

c2ρ

)
v, (4a)

e−F ∂v

∂t
=

(1 + y)2

c2
P

ρ̄
v
∂

∂r
(rv) +

−G(1 + y)
( m

r3(1 + y)3
+

4π

c2
P
)
+

c2Λ

3
(1 + y) +

−
(
1 +

r2v2

c2
− 2Gm

c2r(1 + y)
− Λ

3
r2(1 + y)2

)
×

×
(
1 +

P

c2ρ

)−1 (1 + y)2

ρ̄r

∂P

∂r
. (4b)

Here m = m̄(r) is a given function and ρ is considered as given

functions of r and the unknowns y, z(:= r∂y/∂r) as

ρ = ρ̄(r)(1 + y)−2(1 + y + z)−1

13

4 Analysis of the linearized equation

The linearized wave equation of (4a)(4b):

∂2y

∂t2
+ Ly = 0 with Ly = −1

b

d

dr
a
dy

dr
+Qy,

where

a = eH̄+F̄ PΓr4

1 + P/c2ρ

b = e3H̄−F̄ r4ρ̄

1 + P/c2ρ
,

Q ∈ C([0, r+]).

14
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Proposition 1. The operator T0,D(T0) = C∞
0 (0, r+), T0y = Ly in

the Hilbert space L2((0, r+); b(r)dr) admits the Friedrichs extension T,

a self adjoint operator, whose spectrum consits of simple eigenvalues

λ1 < λ2 < · · · < λν < · · · → +∞.

15

x :=
tan2 θ

1 + tan2 θ
with θ :=

π

2ξ+

∫ r

0

√
ρ̄

ΓP
e−F̄+H̄dr.

!
r = C0

√
x(1 + [x]1) as x → 0,

r+ − r = C1(1− x)(1 + [1− x]1) as x → 1

Ly = −x(1−x)
d2y

dx2
−
(5
2
(1−x)−N

2
x
)dy
dx

+L1(x)x(1−x)
dy

dx
+L0(x)y,

Here L1(x), L0(x) are analytic functions on a neighborhood of [0, 1],

and

N :=
2γ

γ − 1
.

16
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Note

X
d2

dX2
+

N

2

d

dX
=

d2ξ

dξ2
+

N − 1

ξ

d

dξ
= △(N)

ξ for X =
ξ2

4

17

5 Rewriting (4a)(4b) using L
Putting

J := eF (1 + P/c2ρ),

we rewrite the system of equations (4a)(4b) as

∂y

∂t
− Jv = 0, (5a)

∂v

∂t
+H1Ly +H2 = 0. (5b)

18
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Here H1, H2 are analytic functions of x in a neighborhood of [0, 1]

and y, z = x∂y/∂x, v, w = x∂v/∂x in a neighborhood of (0, 0, 0, 0).

Moreover

H1(x, 0, 0, 0) =
1

J(x, 0, 0, 0)

and

H2(x, 0, · · · , 0) = ∂yH2(x, 0, · · · , 0) = · · · = ∂wH2(x, 0, · · · , 0) = 0

.

19

6 Main results

(I). Let us fix a time periodic solution of the linearized equation:

Y1 = sin(
√
λt+Θ0)ψ(x),

where λ is a positive eigenvalue of the operator T and ψ is an associated

eigenfunction. We seek a solution of the form

R = r(1 + y) = r(1 + εY1 + ε2y̌), V = r(εV1 + ε2v̌),

where

V1 = e−F̄ (1 + P/c2ρ)−1 ∂Y1

∂t
.

20
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Theorem 1. Given T > 0, there is a positive number ϵ0 such that,

for |ε| ≤ ϵ0, there is a solution (y̌, v̌) ∈ C∞([0, T ]× [0, 1]) such that

sup
j+k≤n

∥∥∥
( ∂
∂t

)j( ∂

∂x

)k
(y̌, v̌)

∥∥∥
L∞([0,T ]×[0,1])

≤ C(n).

21

Note that

R(t, r+) = r+(1 + ε sin(
√
λt+Θ0) +O(ε2)),

provided that ψ has been normalized as ψ(x = 1) = 1, and that the

density distribution enjoys the ‘physical vacuum boundary’ condition:

ρ(t, r) =

{
C(t)(r+ − r)

1
γ−1 (1 +O(r+ − r)) (0 ≤ r < r+)

0 (r+ ≤ r)

with a smooth function C(t) of t such that

C(t) =
(γ − 1

Aγ

Q+

r2+κ+

) 1
γ−1

+O(ε).

22
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(II). Also we can consider the Cauchy problem

∂y

∂t
− Jv = 0,

∂v

∂t
+H1Ly +H2 = 0,

y
∣∣∣
t=0

= ψ0(x), v
∣∣∣
t=0

= ψ1(x).

Then we have

Theorem 2. Given T > 0, there exits a small positive δ such that if

ψ0,ψ1 ∈ C∞([0, 1]) satisfy

max
k≤K

{∥∥∥
( d

dx

)k
ψ0

∥∥∥
L∞

,
∥∥∥
( d

dx

)k
ψ1

∥∥∥
L∞

}
≤ δ,

then there exists a unique solutuon (y, v) of the Cauchy problem in

C∞([0, T ]× [0, 1]). Here K is sufficiently large number.

23

7 Metric in the exterior domain

The Schwarzschild-de Sitter metric:

ds2 = κ♯c2(dt♯)2 − 1

κ♯
(dR♯)2 − (R♯)2(dθ2 + sin2 θdφ2)

Here t♯ = t♯(t, r), R♯ = R♯(t, r) are smooth functions of 0 ≤ t ≤ T, r+ ≤
r ≤ r+ + δ, δ being a small positive number, and

κ♯ = 1− 2Gm+

c2R♯
− Λ

3
(R♯)2.

The patched metric:

ds2 = g00c
2dt2 + 2g01cdtdr + g11dr

2 + g22(dθ
2 + sin2 θdφ2),

24
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where

g00 =

⎧
⎨

⎩
e2F = κ+e−2u/c2 (r ≤ r+)

κ♯(∂tt
♯)2 − 1

c2κ♯
(∂tR

♯)2 (r+ < r)

g01 =

⎧
⎨

⎩
0 (r ≤ r+)

cκ♯(∂tt
♯)(∂rt

♯)− 1

cκ♯
(∂tR

♯)(∂rR
♯) (r+ < r)

g11 =

⎧
⎪⎨

⎪⎩

−e2H = −
(
1 +

V 2

c2
− 2Gm

c2R
− Λ

3
R2

)−1
(∂rR)2 (r ≤ r+)

c2κ♯(∂rt
♯)2 − 1

κ♯
(∂rR

♯)2 (r+ < r)

g22 =

{
−R2 (r ≤ r+)

−(R♯)2 (r+ < r).

25

Let R = R♯ and ∂rR = ∂rR♯ along r = r+ in order that g22 be of

class C1.

Moreover

∂t♯

∂t
,

∂t♯

∂r
,

∂2t♯

∂r2
,

∂2R♯

∂r2
at r = r+ + 0

are uniquely determined in order that g00, g01, g11 be of class C1 across

r = r+.

26
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!
∂2R♯

∂r2

∣∣∣
r++0

− ∂2R

∂r2

∣∣∣
r+−0

= A
(∂R
∂r

)2
,

with

A = −V 2

c2

((Gm+

c2R2
−Λ

3
R+

1
√
κ+

1

c2
∂V

∂t

)(
1+

V 2

c2
−2Gm+

c2R
−Λ

3
R2

)−2∣∣∣
r+−0

.

!
∂2R♯

∂r2
≡ ∂2R

∂r2
⇔ ∂R

∂t
≡ 0 at r = r+

27

THANK YOU
FOR YOUR ATTENTION!

PLEASE VISIT MY HOME PAGE

‘Arkivo de Tetu MAKINO’:

(http://hc3.seikyou.ne jp/home/Tetu.Makino)

28
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“Antisymmetric tensor generalisations of affine vector fields”

by Kentaro Tomoda

[JGRG25(2015)4a2]
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2015/12/09 JGRG25 @ Kyoto

Antisymmetric tensor
generalisations of
affine vector fields

Kentaro Tomoda
(Kobe Univ.)

　
based on a work with

T. Houri and Y. Morisawa [arXiv:1510.03538]

Killing Vectors

● Classifications of spacetimes

● Conserved quantities

There are many generalisations of KVs

2 / 24
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Purpose of this talk

To present

Affine Killing-Yano Tensors

and their properties

3 / 24

Purpose of this talk

To present

Affine Killing-Yano Tensors

and their properties
● conserved quantity along geodesics!
● a method to find AKYTs

4 / 24
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Related works

S. A. Cook and T. Dray,
“Tensor generalizations of affine
symmetry vectors”,
J. Math. Phys. 50 122506 (2009).

T. Houri and Y. Yasui,
“A simple test for spacetime symmetry”,
Class. Quant. Grav. 32 055002 (2015).

5 / 24

Affine Killing Vectors

6 / 24
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Killing Vectors

∇(aξb) = 0
Conformal Killing Vectors

∇(aξb) = φ gab

Affine Killing Vectors

∇a∇(bξc) = 0
7 / 24

Killing Vectors

⇔ Lξgab = 0
Conformal Killing Vectors

⇔ Lξgab = φ gab

Affine Killing Vectors

⇔ LξΓa
bc = 0

8 / 24
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KVs
CKVsAVs

Fig: Venn diagram for KVs, CKVs and AVs

9 / 24

Affine Killing Vectors

∇a∇(bξc) = 0
Example: Minkowski spacetime

ξa = Pa
bx

b + Pa (Pab = −Pba)

10 / 24
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Affine Killing Vectors

∇a∇(bξc) = 0
Example: Minkowski spacetime

t ∂t, t ∂x,

x ∂t, x ∂x, ...

11 / 24

M

Vads2
ds2

Fig: KVs

M

Va
geodesic

geodesic

Fig: AVs

12 / 24
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Affine Killing-Yano
Tensors

13 / 24

Killing-Yano Tensors

∇(aKb1)⋯bp = 0
Conformal Killing-Yano Tensors

∇(aKb1)⋯bp = ga[b1φb2⋯bp]
where

Kb1⋯bp =K[b1⋯bp], φb1⋯bp−1 = φ[b1⋯bp−1]
14 / 24
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KYTs
CKVs

Fig: Venn diagram
for KYTs and
CKYTs

KVs
CKVsAVs

Fig: Venn diagram for KVs, CKVs and
AVs

15 / 24

Killing-Yano Tensors

∇(aKb1)⋯bp = 0
Conformal Killing-Yano Tensors

∇(aKb1)⋯bp = ga[b1φb2⋯bp]
Affine Killing-Yano Tensors

∇a∇(bKc1)c2⋯cp = 0
16 / 24
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Properties

17 / 24

Affine Killing-Yano Tensors

∇a∇(bKc1)c2⋯cp = 0
Parallelly transported tensor

Ta1⋯ap−1 ∶= V bV c∇(bK a1⋯ap−1
c)⇒ V b∇bT

a1⋯ap−1 = 0
where V a is a geodesic tangent

18 / 24
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Conserved quantity

Q ∶= Ta1⋯ap−1Ta1⋯ap−1⇒V a∇aQ = 0
where V a is a geodesic tangent and

Ta1⋯ap−1 = V bV c∇(bK a1⋯ap−1
c)∇a∇(bKc1)c2⋯cp = 0

19 / 24

How to find AKYTs?

● ∇aKb1⋯bp = Fab1⋯bp + 2p

p + 1Na[b1⋯bp]
● ∇aFb1⋯bp+1 = (p + 1)Ra[b1b2 c K∣c∣b3⋯bp+1]● ∇aNb1⋯bp+1 = 0

where

Fa1⋯ap+1 = ∇[a1Ka2⋯ap+1]
Na1⋯ap+1 = ∇(a1Ka2)⋯ap+1

20 / 24
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Applying ∇a ...

●Rab[c1dK∣d∣c2⋯cp] = p + 1
p
(Ra[bc1dK∣d∣c2⋯cp] −Rb[ac1dK∣d∣c2⋯cp])

●Rab[c1dF∣d∣c2⋯cp+1]
= (∇aRb[c1c2d −∇bRa[c1c2d)K∣d∣c3⋯cp+1]
+Ra[c1c2dF∣db∣c3⋯cp+1] −Rb[c1c2dF∣da∣c3⋯cp+1]
− 2p

p + 1(Ra[c1c2dN∣db∣c3⋯cp+1] −Rb[c1c2dN∣da∣c3⋯cp+1])
● 2Rab(c1dN∣d∣c2)c3⋯cp+1 = −(p − 1)Rab[c3dN∣c1c2d∣c4⋯cp+1]

21 / 24

Applying ∇a ...

●Rab[c1dK∣d∣c2⋯cp] = p + 1
p
(Ra[bc1dK∣d∣c2⋯cp] −Rb[ac1dK∣d∣c2⋯cp])

●Rab[c1dF∣d∣c2⋯cp+1]
= (∇aRb[c1c2d −∇bRa[c1c2d)K∣d∣c3⋯cp+1]
+Ra[c1c2dF∣db∣c3⋯cp+1] −Rb[c1c2dF∣da∣c3⋯cp+1]
− 2p

p + 1(Ra[c1c2dN∣db∣c3⋯cp+1] −Rb[c1c2dN∣da∣c3⋯cp+1])
● 2Rab(c1dN∣d∣c2)c3⋯cp+1 = −(p − 1)Rab[c3dN∣c1c2d∣c4⋯cp+1]
⇒ algebraic equations!

In most cases, these eqs determine AKYTs

22 / 24
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Affine Killing-Yano Tensors

∇a∇(bKc1)c2⋯cp = 0
Example: pp-wave spacetimes

ds2 =H(u, x, y)du2 + 2dudv + dx2 + dy2
rank-1 u(du)a
rank-2 u(du)a ∧ (dx)b

u(du)a ∧ (dy)b
rank-3 u(du)a ∧ (dx)b ∧ (dy)c

23 / 24

Summary

● Affine Killing-Yano Tensors are
presented

● Conserved quantities can be
constructed by using of AKYTs

● pp-wave spacetimes have non-trivial
AKYTs

24 / 24
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“The Black Ring is Unstable”

by Benson Way

[JGRG25(2015)4a3]
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The Black Ring Is 
Unstable
Benson Way (DAMTP)

Jorge Santos and B.W., Phys.Rev.Lett. 114 (2015) 221101 [arXiv:1503.00721]

Gravity in Four Dimensions

(Stationary, asymptotically flat, vacuum) black holes 
are simple. 

• Spherical: Topologically    . 

• Special: Uniquely specified by E and J. 

• Stable: Mode-stable, likely nonlinearly stable. 

“Black holes have no hair.”

S2
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Gravity in More Dimensions

Black holes are NOT simple. 

• Not Spherical: e.g.                        . 

• Not Special: e.g. turning points in phase diagram. 

• Not Stable: Gregory-Laflamme instability.

Sp1 ⇥ . . .⇥ Spq

Gravity in All Dimensions?

Are STABLE black holes simple?     

Myers-Perry seems simple for slow rotation. 

• Spherical: Topologically        . 

• Special: Uniquely specified by E and Ji. 

• Stable: Good numerical evidence.

Sd�2

543



Dynamical No Hair Conjecture
Dynamical no hair conjecture: Slowly rotating Myers-
Perry is the unique stable solution. 

Difficult to prove. Requires showing all non-spherical or 
non-special black holes are unstable. 

Dynamical No Hair Conjecture
Dynamical no hair conjecture: Slowly rotating Myers-
Perry is the unique stable solution. 

Difficult to prove. Requires showing all non-spherical or 
non-special black holes are unstable. 

Focus on five dimensions: 

• All known black holes have topology     or             . 

•     black holes are unique,              black rings are not. 

Are black rings unstable?

S3 S1 ⇥ S2

S1 ⇥ S2S3

R. Emparan, H.S. Reall hep-th/0110260 
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5D Phase Diagram

Thin Rings

Fat Rings

Myers-Perry

j

aH

Instability of Fat Rings
Heuristic Argument: 

• Use singular configurations of the black ring to derive 
an effective potential. 

H. Elvang, R. Emparan, A. Virmani hep-th/0608076

V

r
1 2

0

−0.1

−0.2

27/32
0.9
0.95
1.
1.05
1.1

j2=1.2

❈
❈❖

thin ring

✓
✓

✓
✓

✓✴

fat ring

Figure 7: Radial potential V (r), for fixed values of the mass and the spin, i.e., for fixed j. Fat black

rings correspond to unstable equilibrium at local maxima of the potential, and thin black rings to

stable local minima. Observe that, in agreement with the phase diagram of fig. 1, the two branches

exist when
√

27/32 < j < 1, and they merge at j =
√

27/32. When j2 > 1 there is a minimum value

of the radius for given M,J , hence the abrupt termination of the corresponding curves.

or
(

dr

dν

)

AH ,J

= −r
1 + 5ν − ν2 + ν3

3ν(1 − ν2)(1 + ν)
, (3.21)

is in both cases negative over the entire parameter range 0 ≤ ν < 1.

So for this family of radial perturbations we conclude that

•
(

−
dτ

dr

)

∗,J
> 0 for 0 ≤ ν < 1/2: thin black rings are radially stable.

•
(

−
dτ

dr

)

∗,J
< 0 for 1/2 < ν < 1: fat black rings are radially unstable.

The conclusion is independent of whether we fix ∗ = M or ∗ = AH .

Figure 7 shows radial potentials for representative values of constant j. When
√

27/32 <

j < 1, the potential has a local minimum corresponding to the (radially) stable thin black

ring, and a local maximum at a smaller value of r corresponding to the unstable fat black

ring. When j =
√

27/32 the potential has an inflection point, so the black ring with minimal

spin j will also be unstable to radial perturbations. As j → 1, the local maximum of the fat

black ring goes to ∞, and disappears at j = 1. Thus for j ≥ 1, only the local minimum exists

corresponding to a radially stable thin black ring with large angular momentum.

The potentials for fixed spin and area are qualitatively similar, with fat black rings sitting at

maxima of the potential higher than the minima for thin black rings. Note that the difference

15
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Instability of Fat Rings
Instability of fat rings demonstrated using local Penrose 
inequalities. 

• Assuming stability, derive a local Penrose inequality. 

• If initial data describing a perturbation violates this 
inequality, solution is unstable. 

• Initial data must have rotational symmetry in order to derive 
a useful Penrose inequality. 

Aapp  ABH(E, Ji)

P. Figueras, K. Murata, H.S. Reall arXiv:1107.5785 

Instability of Very Thin Rings

-4
-2
0
2
4

R/
M

t = 0 - 200M

• Black strings suffer from the Gregory-Laflamme 
instability. 

• Very thin rings resemble black strings, so they should be 
unstable. Perturbations must break rotational symmetry. 

• Direct comparison difficult due to boundary conditions.
L. Lehner, F. Pretorius arXiv:1006.5960 R. Gregory, L. Laflamme hep-th/9301052 
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Window of Stability?

Perturbative Calculation
Fix                .  Solve linearised Einstein equations in 
transverse-traceless gauge. 

Perform mode decomposition. 

Get quadratic eigenvalue problem. 

Choose m=2.

(4Lh)ab = 0

hab = ei!t+im ehab

T = 1/2⇡

rahab = 0 ha
a = 0

(L0 + !L1 + !2L2)hab = 0
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Boundary Conditions
Regularity at axes; ingoing at horizon; outgoing at 
infinity. 

How do we impose five boundary conditions?

Outgoing

Regularity Regularity

IngoingR
eg
ul
ar
ity

Coordinate Patches
Outer Axis

Central Axis

∞

Horizon

Inn
er
Ax
is

Horizon

Central Axis
∞

O
ut
er
Ax
is

In
ne
rA
xi
s

548



Solving the Eigenvalue Problem
First, solve an easier problem. 

• Introduce a conical singularity to get a static ring.   

• Onset of instability has           , so set            and solve for 
negative modes 

• This a linear (not quadratic) eigenvalue problem in     with 
real, positive eigenvalues.  It also has fewer functions and 
real matrices. 

• Solve matrix eigenvalue problem with QZ factorisation.

(4Lh)ab = �k2hab

! = 0

k2

M0 + k2M1 = 0

! = 0

Newton-Raphson
Use Newton-Raphson to obtain desired solution. 

(4Lh)ab = �k2hab! = 0, ↵ 6= 0, ⌦ = 0

! = i�, ↵ 6= 0, ⌦ = 0 (4Lh)ab = 0

! 6= 0, ↵ = 0, ⌦ 6= 0 (4Lh)ab = 0

increase �, solve k2

vary {↵,⌦}, solve !
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Embedding

⌫ = 0.2⌫ = 0.5

Eigenfunctions
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Remaining 5D Solutions

• Double-spin: Kerr-string is more unstable (higher 
growth rate), so double-spinning ring likely 
unstable. 

• Multi-horizon solutions: contain ring components 
with their own instabilities.  Also typically requires 
delicate balancing. 

There is now good evidence for the dynamical no-hair 
conjecture in 5D.

Future and Ongoing Work

• Other m modes: How does m=0 compete with 
m=2? Is there an m=1 instability? 

• Superradiant instabilities for double-spinning ring. 

• Higher dimensions, Large D limit. 

• Addition of matter? Supersymmetric rings?
K.Tanabe arXiv:1510.02200 
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What is the endpoint?
Work in progress by GRChombo collaboration. 

• Very fat rings likely go towards Myers-Perry. 

• Thin rings may possibly violate cosmic censorship. 

L. Lehner, F. Pretorius arXiv:1006.5960 

P. Figueras, M. Kunesch, S. Tunyasuvunakool, to appear

Thank you
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“Evolution and endpoint of the black string instability: Large D solution”

by Kentaro Tanabe

[JGRG25(2015)4a4]
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EVOLUTION AND ENDPOINT OF 

THE BLACK STRING INSTABILITY:

LARGE D SOLUTION

KENTARO TANABE (KEK)

based on arXiv:1506.06772  (PRL 115 091102)

with Roberto Emparan and Ryotaku Suzuki

PURPOSE

�We want to solve the Einstein equation for 
some dynamical black holes 

𝑅𝜇𝜈 = 0
- Non-linear Partial Differential Equations

- We need a technique to solve the equation

¾ Numerical method (one by one)

¾ (Semi-)Analytical method (approximations to the 
system : perturbation, symmetry,…)

( 𝐺𝜇𝜈 + Λ𝑔𝜇𝜈 = 𝑇𝜇𝜈 )
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PURPOSE

�We want to solve the Einstein equation for 
some dynamical black holes 

𝑅𝜇𝜈 = 0
- Non-linear Partial Differential Equations

- We need a technique to solve the equation

¾ Numerical method (one by one)

¾ (Semi-)Analytical method (approximations to the 
system : perturbation, symmetry,…)

( 𝐺𝜇𝜈 + Λ𝑔𝜇𝜈 = 𝑇𝜇𝜈 )

METHOD

�We use the Large D expansion method
- 1/D expansion of the Einstein equation in D dimension

- Analytic formulae of QNM frequencies (linear problem)
¾ Instabilities of rotating black holes in higher dimensions, 

black ring, black brane and de Sitter charged black holes,…

¾ Good accuracies by including higher order corrections in 1/D 
e.g., within a few percent error in D=6,7,.. for Schwarzschild BH  

- Apply to non-linear problems

[ Asnin et.al. (2007), Emparan-Suzuki-KT (2013) ] 
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LARGE D EXPANSION

�Why can we solve Einstein equations ?

𝑓 = 1 − 𝑟0
𝑟

𝐷−3
Gravitational potential in D dimension

- Radial gradient becomes large and dominant at large D

𝜕𝜃 = 𝑂(1)𝜕𝑡 = 𝑂(1)𝜕𝑟 = 𝑂(𝐷)
- Einstein equation is reduced to Ordinary Differential Equation

𝑅𝜇𝜈[𝑔𝜇𝜈(𝑡, 𝑟, 𝜃)] = 0  𝑅𝜇𝜈 [  𝑔𝜇𝜈 (𝑡, 𝜃)] = 0
r-integration

MEMBRANE AT LARGE D
� “membrane paradigm” for large D black holes

𝑅𝜇𝜈[𝑔𝜇𝜈(𝑡, 𝑟, 𝜃)] = 0

𝑟

r-integration

 𝑅𝜇𝜈 [  𝑔𝜇𝜈 (𝑡, 𝜃)] = 0
𝑟 = 𝑟H

𝑟 = 𝑟Infinity

𝑟 = 𝑟𝐻(𝑡, 𝜃)

Equations for the horizon as 
membrane in background

[ Minwalla et.al. (2015), Emparan-Shiromizu-Suzuki-Tanaka-KT (2015) ] 
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TODAY’S SYSTEM

� Apply to the black string instability

- Black string is unstable

𝛿𝑔𝜇𝜈 ∝ 𝑒Ω𝑡+𝑖𝑘𝑧 Ω > 0

- What is the endpoint of this instability ?

¾ Instability stops or does not stop?

¾ We should solve the Einstein equation in nonlinear way

[ Gregory-Laflamme (1994) ] 

¾ Large D expansion method can give answer ?

𝑧

NUMERICAL SOLUTION

� A numerical study for five dimensional case

- It is a very hard task, and there is only one result 

¾ Result in 5 dimensions

¾ Instability does not stop

z What is the endpoint ?

[ Lehner-Pretorius (2010) ] 

z Fractal behavior ?

- An analytic approach would be helpful.
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LARGE D SOLUTION

� “dynamical black string solution” at large D
- Black String solution (exact solution)

𝑑𝑠2 = − 1 − 𝑚
𝑟𝑛 𝑑𝑡2 + 2𝑑𝑡𝑑𝑟 + 𝑑𝑧2 + 𝑟2𝑑Ω𝐷−32

- Leading order solution in 1/D expansions (by r-integrations)

𝑛 = 𝐷 − 4

𝑑𝑠2 = − 1 −𝒎 𝒕, 𝒛
𝒓𝒏 𝑑𝑡2 + 2𝑑𝑡𝑑𝑟 + 𝑑𝑧2

𝑛

+𝟐𝒑 𝒕, 𝒛
𝒓𝒏

𝑑𝑡𝑑𝑧
𝑛 𝑛 + 𝑟2𝑑Ω𝐷−32

¾ Solution can have a dynamical mass 𝒎 𝒕, 𝒛 and momentum 
𝒑 𝒕, 𝒛 at large D (time dependent solution)

EFFECTIVE EQUATION

𝑑𝑠2 = − 1 −𝒎 𝒕, 𝒛
𝒓𝒏 𝑑𝑡2 + 2𝑑𝑡𝑑𝑟 + 𝑑𝑧2

𝑛

+𝟐𝒑 𝒕, 𝒛
𝒓𝒏

𝑑𝑡𝑑𝑧
𝑛 𝑛 + 𝑟2𝑑Ω𝐷−32

� Effective equations for dynamical black string

+ 1
𝐷 𝜹𝒈𝝁𝝂𝑑𝑥

𝜇𝑑𝑥𝜈

- Momentum constraint gives Large D effective equations 

𝝏𝒕𝒎 − 𝝏𝒛𝟐𝒎 = −𝒑 𝝏𝒕𝒑 − 𝝏𝒛𝟐𝒑 = 𝝏𝒛 𝒎 − 𝒑𝟐
𝒎

- Consider 1/D corrections to the solution

¾ “Einstein equation” reduces to simple “diffusion equations” 
at large D
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SOLVING

� Dynamical equations can be soled easily by 
Mathematica

𝜕𝑡𝑚 − 𝜕𝑧2𝑚 = −𝑝 𝜕𝑡𝑝 − 𝜕𝑧2𝑝 = 𝜕𝑧 𝑚 − 𝑝2
𝑚

SOLUTION

� Plot of the numerical solutions

- Plot of the horizon position 𝑟𝑛 = 𝑚(𝑡, 𝑧)

- Imposing periodic boundary conditions

𝑚 𝑡, 𝑧 = 𝑚(𝑡, 𝑧 + 𝐿𝑠)
- Initial perturbations satisfy Gregory-Laflamme
instability condition (“thin” black string)

𝑟𝐵𝑆 < 𝐿𝑠 = 2𝜋𝑘−1 𝛿𝑚  
𝑣=0

= 𝑚0 + 𝛿𝑚 𝑒𝑖𝑘𝑧

- The endpoint is (stable) Non Uniform Black String

- This result does not have dimensional dependence

𝑧
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RESULTS AND SUMMARY
� Large D non-linear dynamical black string solution 

of the Einstein equation

- Capture the black string instability (Gregory-Laflamme
instability) by simple diffusion equations

- The endpoint of the instability is a non-uniform black string 
(NUBS) solution (static and stable)

- Large D results is not inconsistent with numerical results
¾ Numerical results (instability does not stop) is in five dimensions

¾ Large D result (instability does stop) is in higher dimensions

- Stability of NUBS changes in dimensions (critical dimension)

¾ Stable in D>13,  unstable in D <13 [ Sorkin (2004) ] 

EXTENSIONS

� Various extensions 

[ These results will appear (or appeared) on arXiv ] 

- In similar settings (dynamical non-linear solutions)
Observe the critical dimension by 1/D corrections
Charged (dilatonic) black branes in Einstein-Maxwell-dilaton system

Dynamical black hole solutions (Myers-Perry BH, black ring,…)

- In a bit different settings (ongoing work)

Non-linear dynamics of black holes/branes in background matter field

e.g.,  (AdS) black brane in background electric field (polarized 
black hole in background electric field,…)
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“Black holes with scalar hair in N=2 supergravity”

by Masato Nozawa

[JGRG25(2015)4a5]
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Black holes with scalar hair in
N=2 supergravity
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F is a homogeneous function of degree two, referred to as the prepotential, whose existence

is assumed to get the final expression. In terms of v, one finds the Kähler potential

e�K(z,z̄) = �ihv , v̄i . (2.5)

The matrix NIJ describes the coupling between the scalars z↵ and the vectors AI
µ, and is

defined by the relations

FI = NIJX
J , D↵̄F̄I = NIJD↵̄X̄

J . (2.6)

The bosonic Lagrangian reads

e�1Lbos =
1

2
R+

1

4
(ImN )IJF

I
µ⌫F

Jµ⌫ � 1

8
(ReN )IJ e

�1✏µ⌫⇢�F I
µ⌫F

J
⇢�

�g↵�̄@µz
↵@µz̄�̄ � V , (2.7)

with the scalar potential

V = �2g2⇠I⇠J [(ImN )�1|IJ + 8X̄IXJ ] , (2.8)

that results from U(1) Fayet-Iliopoulos gauging. Here, g denotes the gauge coupling and the

⇠I are constants. In what follows, we define gI = g⇠I .

In this paper, we focus on a model with prepotential characterized by a single parameter

n,

F (X) = � i

4
(X0)n(X1)2�n , (2.9)

that has nV = 1 (one vector multiplet), and thus just one complex scalar z. This is a

truncation of the stu model with F / (X0X1X2X3)1/2 (set X2 = X02n�1
, X3 = X13�2n

).

Note that, for zero axions and a special choice of the FI parameters ⇠I , the latter can be

obtained by dimensional reduction from eleven-dimensional supergravity [44].

Choosing Z0 = 1, Z1 = z, the symplectic vector v becomes

v =

0

BBB@

1

z

� i
4 nz

2�n

� i
4 (2� n)z1�n

1

CCCA
. (2.10)

The Kähler potential is given by

e�K =
1

4

⇥
n(z2�n + z̄2�n) + (2� n)(z1�nz̄ + zz̄1�n)

⇤
. (2.11)

When n = 1, the scalar manifold describes SU(1, 1)/U(1). In what follows, we shall restrict

to the truncated model with a single real scalar z = z̄. In that case, the metric and kinetic

matrix for the vectors boil down to

gzz̄|Imz=0 = @z@z̄K|Imz=0 =
n(2� n)

4z2
, N|Imz=0 = � i

4

 
nz2�n 0

0 (2� n)z�n

!
,

– 4 –
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to the truncated model with a single real scalar z = z̄. In that case, the metric and kinetic

matrix for the vectors boil down to

gzz̄|Imz=0 = @z@z̄K|Imz=0 =
n(2� n)

4z2
, N|Imz=0 = � i

4

 
nz2�n 0

0 (2� n)z�n

!
,
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F is a homogeneous function of degree two, referred to as the prepotential, whose existence

is assumed to get the final expression. In terms of v, one finds the Kähler potential

e�K(z,z̄) = �ihv , v̄i . (2.5)

The matrix NIJ describes the coupling between the scalars z↵ and the vectors AI
µ, and is

defined by the relations

FI = NIJX
J , D↵̄F̄I = NIJD↵̄X̄

J . (2.6)

The bosonic Lagrangian reads

e�1Lbos =
1

2
R+

1

4
(ImN )IJF

I
µ⌫F

Jµ⌫ � 1

8
(ReN )IJ e

�1✏µ⌫⇢�F I
µ⌫F

J
⇢�

�g↵�̄@µz
↵@µz̄�̄ � V , (2.7)

with the scalar potential

V = �2g2⇠I⇠J [(ImN )�1|IJ + 8X̄IXJ ] , (2.8)

that results from U(1) Fayet-Iliopoulos gauging. Here, g denotes the gauge coupling and the
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Figure 1. The behaviour of the scalar potential for (i) 0 < n < 1/2, (ii) 1/2 < n < 3/2 and
(iii) 3/2 < n < 2. The 1/2  n < 3/2 case admits only a global maximum corresponding to the
supersymmetric vacuum, otherwise there exist two critical points. The extrema always correspond to
a negative cosmological constant.

with the cosmological constant ⇤ = �3`�2, where the asymptotic AdS curvature radius is

given by

` =
⇢0

2
p
2g0

, ⇢0 ⌘ np
2

✓
(2� n)g0

ng1

◆1�n/2

. (2.21)

The dimensionless parameter ⇢0 was introduced for later convenience. The mass parameter

m measures the curvature of the potential at the supersymmetric critical point and reads

m2 = �2`�2 . (2.22)

This is exactly the value for a conformally coupled scalar field in AdS. One can follow the same

steps to show that the other vacuum � = �2 also corresponds to the negative cosmological

constant ⇤ = �3`22 and its mass spectrum is given by

m2 =
6

`22
, `2 =

n(3� 2n)

4g0(1� n)

✓
g0(2� n)(1� 2n)

g1n(3� 2n)

◆1�n/2

. (2.23)

The supersymmetric vacua (@�W = 0) are always stable since the mass is above or equal to

the Breitenlohner-Freedman (BF) bound [35], which can be grasped as

m2 = @2
�V = 8

"
2

✓
@2
�W � 3

4
W

◆2

� 9

8
W 2

#
� �9W 2 = m2

BF , (2.24)

where m2
BF = �9/(4`2) denotes the BF mass bound and the above mass (2.22) indeed exceeds

this lower bound. Here, it is important to remark that the mass (2.22) at the vacuum �1 lies

in the BF range [35]

m2
BF  m2  m2

BF +
1

`2
. (2.25)

By requiring the conservation and the positivity of a suitable energy functional, Breitenlohner

and Freedman [35] found that the slowly decaying mode of the scalar field is also normalizable
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while the potential (2.8) becomes

V = �8


2n� 1

n
g20 z

n�2 + 4 g0g1 z
n�1 +

3� 2n

2� n
g21 z

n

�
. (2.12)

Moreover, since we are interested in uncharged black holes, we set F I
µ⌫ = 0. Then the action

reduces to

S =

Z 
R

2
� 1

2
gµ⌫@µ�@⌫�� V (�)

�p�g d4x , (2.13)

where we defined the canonical scalar field � by � = ��1
n ln z, with

�n =

s
2

n(2� n)
, 0 < n < 2 . (2.14)

Here the allowed range of n comes from the restriction ImN < 0, which assures positivity of

the kinetic term for the gauge fields. In terms of �, the potential is given by

V (�) = �8


2n� 1

n
g20 e

�n(n�2)� + 4 g0g1 e
�n(n�1)� +

3� 2n

2� n
g21 e

�nn�

�
, (2.15)

which can be written in terms of a superpotential W = W (�) as

V = 4
⇥
2(@�W )2 � 3W 2

⇤
, (2.16)

where

W (�) = g1e
n�n�/2 + g0e

(n�2)�n�/2 . (2.17)

In what follows we shall assume that both g0 and g1 are positive. Remark that the theory is

invariant under

g0 ! g1 , g1 ! g0 , n ! 2� n , � ! �� . (2.18)

This invariance allows us to restrict to the range 0 < n  1 for the discussion of the physical

properties of the solution. In spite of this, we shall consider the full range 0 < n < 2 for

clarity of our argument.

One finds that the potential (2.15) has two critical points (see fig. 1), namely

e�n�1 =
g0(2� n)

g1n
, e�n�2 =

g0(2� n)(1� 2n)

g1(3� 2n)n
. (2.19)

� = �1 always exists for 0 < n < 2. Since the extremum � = �1 is also a critical point of

the superpotential, it describes a supersymmetric vacuum. On the other hand, the extremum

� = �2 does not exist in the range 1/2  n  3/2 and it breaks supersymmetry.

If we define � ⌘ �1 + �� and expand the potential around �1, the action (2.13) can be

written as

S =

Z 
R� 2⇤

2
� 1

2
gµ⌫@µ�� @⌫��� 1

2
m2��2 +O(��3)

�p�g d4x , (2.20)
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when the mass parameter lies in this range. It was later shown by Ishibashi and Wald [45]

that this is also a necessary condition for stability of the scalar field. They proved that the

Hamiltonian operator of various fields admits a positive, self-adjoint extension if and only

if the mass is above or equal to the BF bound (see proposition 3.1 in ref. [45]). They also

showed that the extension of the Hamiltonian is specified by a single parameter taking values

in RP1 ⇠= S1 when the mass of the scalar field lies in the BF range, and that the possible

choices of self-adjoint extension correspond to the freedom of choosing possible boundary

conditions specified by that parameter. This parameter appears in the asymptotic behaviour

of the scalar field as follows. Let r denote the standard radial coordinate of AdS. Then the

free scalar field � propagating in AdS behaves at infinity as3

� ⇠ �±(xi)

r�±
, �± =

1

2
(3±

p
9 + 4m2`2) , (2.26)

where xi are coordinates on the conformal boundary. For the vacuum � = �1, this gives

�+ = 2 and �� = 1. When m2 � m2
BF + 1/`2 as in the vacuum �2, the allowed boundary

condition is only of Dirichlet type, and thus ��(xi) = 0. For the BF range (2.25), ��(xi)

can also be nonvanishing and the ratio corresponding to the mixed boundary condition is

characterized by a single dimensionless parameter ↵ as [41]

� ⇠ ��(xi)

r��
+

↵�
�+/��
� (xi)

r�+
. (2.27)

This relation is crucial for determining the mass of the spacetime in a later section.

3 Black holes with scalar hair

In this section, we construct black hole solutions with a nontrivial scalar profile in the Einstein-

scalar theory described by the action (2.13). The equations of motion following from (2.13)

read

⇤� = V 0(�) , Rµ⌫ = @µ�@⌫�+ gµ⌫V (�) , (3.1)

where the potential is given by (2.15). As we are looking for static black holes, we use the

ansatz

ds2 = � e2X(r)dt2 + e�2X(r)dr2 + e2Y (r)d⌃2
k , � = �(r) , (3.2)

where d⌃2
k is the line element on a two-dimensional space with constant curvature k,

d⌃2
k =

d�2

1� k�2
+ �2d'2 , k = 0,±1 . (3.3)

3When the BF bound is saturated, the two solutions are degenerate and there appears a second solution

with a logarithmic branch. Since this case does not appear in our model, we shall not pursue it in this paper.

We refer the reader to e.g. [46, 47] and references therein for a recent discussion of that case.
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Introducing the new function  = X + Y , the equations of motion (3.1) boil down to

X 00 + 2X 0 0 = �e�2XV (�) ,

 00 + 2 02 � ke�2 = �2e�2XV (�) ,

�00 + 2�0 0 = e�2XV 0(�) ,

X 02 �  02 +
1

2
�02 + ke�2 = e�2XV (�) .

(3.4)

It is worth noting that the equations (3.4) may also be derived from the one-dimensional

action

S =

Z 
1

2
e2 

✓
�X 02 +  02 � 1

2
�02

◆
� 1

2
e�2X+2 V (�)

�
dr . (3.5)

Since r does not appear explicitely in the Lagrangian, the Hamiltonian H is constant, and

from the last equation of (3.4) we see that H coincides with k/2.

Inspired by [48] we set

e2Y (r) = f1(r)
nf2(r)

2�n . (3.6)

Then it turns out that a class of solutions to the equations of motion (3.4) is given by

f1 =
np
2

✓
r +

2�

n

◆
, f2 =

2� np
2

g0
g1

✓
r � 2�

2� n

◆
,

e2 = 8g20

✓
r +

2�

n

◆✓
r � 2�

2� n

◆✓
r2 � 4(1� n)

n(2� n)
�r + 4

5n2 � 10n+ 4

n2(2� n)2
�2 +

k

8g20

◆
,

e�n� =
g0(2� n)

g1n

r � 2�/(2� n)

r + 2�/n
, (3.7)

where � denotes an arbitrary constant. The metric becomes then

ds2 = � e2 

fn
1 f

2�n
2

dt2 +
fn
1 f

2�n
2

e2 
dr2 + fn

1 f
2�n
2 d⌃2

k . (3.8)

Note that the solution is given in terms of a quartic polynomial e2 and two linear functions

f1, f2, whose powers reflect the expression for the prepotential. This generic structure was first

observed in [49]. When � = 0, we recover AdS in static coordinates with a two-dimensional

constant curvature space d⌃2
k. Hence � measures the deviation from AdS and is proportional

to the mass of the black hole, as we will see later. If we take the limit g0 ! 0 with g1/g0
kept finite, the potential vanishes and the spacetime reduces to the asymptotically flat metric

found in [50, 51], which describes a naked singularity. It follows that our solution does not

include asymptotically flat black holes with scalar hair. It is also worthwhile to remark that

the only way to kill the scalar field is � = 0, hence the solution (3.8) is disconnected from the

(topological) Schwarzschild-AdS family. As we will see, the metric (3.8) admits a parameter

range that allows a regular event horizon with a nontrivial scalar field. (3.8) provides thus a

novel example describing a hairy black hole.
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to the mass of the black hole, as we will see later. If we take the limit g0 ! 0 with g1/g0
kept finite, the potential vanishes and the spacetime reduces to the asymptotically flat metric

found in [50, 51], which describes a naked singularity. It follows that our solution does not

include asymptotically flat black holes with scalar hair. It is also worthwhile to remark that

the only way to kill the scalar field is � = 0, hence the solution (3.8) is disconnected from the

(topological) Schwarzschild-AdS family. As we will see, the metric (3.8) admits a parameter

range that allows a regular event horizon with a nontrivial scalar field. (3.8) provides thus a

novel example describing a hairy black hole.
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r2 � 4(1� n)

n(2� n)
�r + 4
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F is a homogeneous function of degree two, referred to as the prepotential, whose existence

is assumed to get the final expression. In terms of v, one finds the Kähler potential

e�K(z,z̄) = �ihv , v̄i . (2.5)

The matrix NIJ describes the coupling between the scalars z↵ and the vectors AI
µ, and is

defined by the relations

FI = NIJX
J , D↵̄F̄I = NIJD↵̄X̄

J . (2.6)

The bosonic Lagrangian reads

e�1Lbos =
1

2
R+

1

4
(ImN )IJF

I
µ⌫F

Jµ⌫ � 1

8
(ReN )IJ e

�1✏µ⌫⇢�F I
µ⌫F

J
⇢�

�g↵�̄@µz
↵@µz̄�̄ � V , (2.7)

with the scalar potential

V = �2g2⇠I⇠J [(ImN )�1|IJ + 8X̄IXJ ] , (2.8)

that results from U(1) Fayet-Iliopoulos gauging. Here, g denotes the gauge coupling and the

⇠I are constants. In what follows, we define gI = g⇠I .

In this paper, we focus on a model with prepotential characterized by a single parameter

n,

F (X) = � i

4
(X0)n(X1)2�n , (2.9)

that has nV = 1 (one vector multiplet), and thus just one complex scalar z. This is a

truncation of the stu model with F / (X0X1X2X3)1/2 (set X2 = X02n�1
, X3 = X13�2n

).

Note that, for zero axions and a special choice of the FI parameters ⇠I , the latter can be

obtained by dimensional reduction from eleven-dimensional supergravity [44].

Choosing Z0 = 1, Z1 = z, the symplectic vector v becomes

v =

0

BBB@

1

z

� i
4 nz

2�n

� i
4 (2� n)z1�n

1

CCCA
. (2.10)

The Kähler potential is given by

e�K =
1

4

⇥
n(z2�n + z̄2�n) + (2� n)(z1�nz̄ + zz̄1�n)

⇤
. (2.11)

When n = 1, the scalar manifold describes SU(1, 1)/U(1). In what follows, we shall restrict

to the truncated model with a single real scalar z = z̄. In that case, the metric and kinetic

matrix for the vectors boil down to

gzz̄|Imz=0 = @z@z̄K|Imz=0 =
n(2� n)

4z2
, N|Imz=0 = � i

4

 
nz2�n 0

0 (2� n)z�n

!
,
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CHAPTER 13. 代数的特殊解
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Figure 13.1: 一般化された RNdS時空の大域構造．

13.1.5 熱力学
13.2 Robinson-Trautman解
零回転，零歪である光的測地線束が存在する時空を考える．すなわち，ρ = ρ̄．σ = 0が満たされる．このよう
な時空を Robinson-Trautman族と呼ぶ．

13.3 Kundut解
13.4 Petrov D型時空
13.4.1 Plebański-Demiański計量
Petrov D型の Einstein-Maxwell系の一般解は

ds2 =
1

(1− pq)2

[
− Q(q)

p2 + q2
(dτ − p2dσ)2 +

p2 + q2

Q(q)
dq2 +

p2 + q2

P(p)
dp2 +

P(p)

p2 + q2
(dτ + q2dσ)2

]
, (13.38)

ゲージ場は

A =
Qeq

ω2p2 + q2
(dτ − p2ωdσ) +

Qmp

ω2p2 + q2
(ωdτ + q2dσ) . (13.39)

場の強さで表すと

F =
Qe(p2 − q2) + 2Qmpq

(p2 + q2)2
dq ∧ (dτ − p2dσ) +

Qm(p2 − q2)− 2Qepq

(p2 + q2)2
dp ∧ (dτ + q2dσ) . (13.40)

構造関数は

P(p) = (−Λ/6−Q2
m + α) + 2np− εp2 + 2mp3 + (−Λ/6−Q2

e − α)p4 ,

Q(q) = (−Λ/6 +Q2
e + α)− 2mq + εq2 − 2nq3 + (−Λ/6 +Q2

m − α)q4 . (13.41)

k ≡ α−Q2
m − Λ/6とおくと，構造関数は

P(p) = k + 2np− εp2 + 2mp3 − (k +Q2
e +Q2

m + Λ/3)p4 ,

Q(q) = (k +Q2
e +Q2

m)− 2mq + εq2 − 2nq3 − (k + Λ/3)q4 . (13.42)
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we can recover our potential (2.15) with g0 = gn/4, g1 = g(2�n)/4 [56]. The solution (3.11)

does not have an event horizon for k � 0, but is very similar to ours. In fact, taking e.g. the

plus sign in (3.14), one sees that (3.11) is of the form (3.8) with the fi proportional to rHi.

However, it turns out that the sign of � in (3.12) and (3.7) disagrees. Moreover, the function

 that results from casting (3.11) into the form (3.8) is di↵erent from  in (3.7). It follows

that the static solution (3.11) corresponds to a branch di↵erent from ours. It would be very

interesting to seek for a solution that comprises both (3.7), (3.8) and (3.11), (3.12). An ansatz

for  and � that in principle does this job would be

e2 = f1(r)f2(r)[c1r
2 + c2r + c3 + c4f1(r)

2n�1f2(r)
3�2n] , �n� = ln

✓
c0
f2(r)

f1(r)

◆
, (3.15)

with fi(r) = air + bi, where ai, bi, ci are constants. Indeed, our solution has c4 = 0, while

(3.11) would correspond to c1 = c2 = 0. Unfortunately it turns out that (3.15) works either

for (3.7), (3.8) or for (3.11), (3.12), but is unable to synthesize both. We shall leave the

construction of such a more general solution for future work.

Let us finally compare with the spherically symmetric numerical solution discussed in

[57]. Our Lagrangian reduces to theirs when n = 1 with g0 = g1. Hence one may hope

that our solution represents their numerical solution. However, our metric does not admit a

spherical horizon when n = 1, as we will see in the next section. This fact also suggests to

look for more general solutions that contain both (3.7), (3.8) and the numerical one of [57].

4 Physical discussion

In this section, we explore various properties of the hairy black hole obtained in the previous

section.

4.1 Mass

The mass of a given spacetime is the most fundamental physical quantity. Let us therefore

try to identify a well-defined mass for our spacetime. Since the conserved charges defined

at infinity are usually encoded in the leading terms of physical fields departing from the

background spacetime, we consider the asymptotic behavior of the metric and the scalar

field. For this purpose, it is convenient to define the areal radius by

⇢ =
q
fn
1 f

2�n
2 . (4.1)

In terms of ⇢, the asymptotic expansion (⇢! 1) of the metric (3.8) reads

ds2 ' �
✓
k +

⇢2

`2
� 2µ1

⇢

◆
d⌧2 +

✓
k + � +

⇢2

`2
� 2µ2

⇢

◆�1

d⇢2 + ⇢2d⌃2
k , (4.2)

where ⌧ = ⇢�1
0 t, ` = ⇢0/(2

p
2g0) is the AdS radius given in (2.21) and

� ⌘ 32g20�
2

n(2� n)
. (4.3)
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We have also defined the two parameters

µ1 =
1

12
⇢0�

6
n(n� 1)�[3kn2(n� 2)2 + 128g20�

2(3� 2n)(1� 2n)] , (4.4a)

µ2 =
1

12
⇢0�

6
n(n� 1)�[3kn2(n� 2)2 + 128g20�

2(5n2 � 10n+ 3)] . (4.4b)

The scalar field behaves according to (2.26),

� ' �1 +
��
⇢

+
�+

⇢2
+O(1/⇢3) , (4.5)

where �1 is defined by (2.19) and

�� = �2�n�⇢0 , �+ = �2(n� 1)�3
n�

2⇢20 . (4.6)

It follows that the parameter ↵ in (2.27) characterizing the boundary condition reads

↵ =
1

2
(1� n)�n . (4.7)

We also note the useful relation

� =
1

2`2
�2
� . (4.8)

Thus far, various notions of asymptotically AdS spacetimes have been defined [36–39], and lots

of apparently distinct definitions of conserved charges have been proposed. Unfortunately,

asymptotic AdS boundary conditions put forward in these papers do not allow a class of

metrics behaving like (4.2). Due to the fact that the mass of the scalar field lies in the range

(2.25), the stress tensor of the slowly decaying mode �� of the scalar field does not fall o↵

su�ciently rapidly at infinity, giving rise to a backreaction to the geometry which modifies the

g⇢⇢ behaviour from the standard asymptotic form with � = 0. This is a main obstruction to

construct the conserved quantity following the prescriptions in [36–39]. This property is also

encoded into the behavior of the Misner-Sharp energy [58], which is a well-defined quasi-local

energy in pseudo-spherical symmetry [59] and is defined by

MMS =
1

2
⇢


k � (r⇢)2 +

⇢2

`2

�
. (4.9)

One easily sees that it diverges as ⇢ ! 1 for our spacetime (3.8).

Hertog and Maeda proposed a possible way to avoid this problem [41]5. They generalized

the boundary conditions of Henneaux-Teitelboim [38] in such a way that the relaxed boundary

conditions (i) include spacetimes containing a scalar field with mass parameter in the BF

5Note that the result of Hertog and Maeda follows also from holographic renormalization. In particular,

mixed boundary conditions shift the holographic stress tensor according to table 3 in [60]. Computing the con-

served charges with this shifted stress tensor yields the charges of [41]. We would like to thank I. Papadimitriou

for pointing out this to us.
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Figure 1. The behaviour of the scalar potential for (i) 0 < n < 1/2, (ii) 1/2 < n < 3/2 and
(iii) 3/2 < n < 2. The 1/2  n < 3/2 case admits only a global maximum corresponding to the
supersymmetric vacuum, otherwise there exist two critical points. The extrema always correspond to
a negative cosmological constant.

with the cosmological constant ⇤ = �3`�2, where the asymptotic AdS curvature radius is

given by

` =
⇢0

2
p
2g0

, ⇢0 ⌘ np
2

✓
(2� n)g0

ng1

◆1�n/2

. (2.21)

The dimensionless parameter ⇢0 was introduced for later convenience. The mass parameter

m measures the curvature of the potential at the supersymmetric critical point and reads

m2 = �2`�2 . (2.22)

This is exactly the value for a conformally coupled scalar field in AdS. One can follow the same

steps to show that the other vacuum � = �2 also corresponds to the negative cosmological

constant ⇤ = �3`22 and its mass spectrum is given by

m2 =
6

`22
, `2 =

n(3� 2n)

4g0(1� n)

✓
g0(2� n)(1� 2n)

g1n(3� 2n)

◆1�n/2

. (2.23)

The supersymmetric vacua (@�W = 0) are always stable since the mass is above or equal to

the Breitenlohner-Freedman (BF) bound [35], which can be grasped as

m2 = @2
�V = 8

"
2

✓
@2
�W � 3

4
W

◆2

� 9

8
W 2

#
� �9W 2 = m2

BF , (2.24)

where m2
BF = �9/(4`2) denotes the BF mass bound and the above mass (2.22) indeed exceeds

this lower bound. Here, it is important to remark that the mass (2.22) at the vacuum �1 lies

in the BF range [35]

m2
BF  m2  m2

BF +
1

`2
. (2.25)

By requiring the conservation and the positivity of a suitable energy functional, Breitenlohner

and Freedman [35] found that the slowly decaying mode of the scalar field is also normalizable
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background spacetime, we consider the asymptotic behavior of the metric and the scalar

field. For this purpose, it is convenient to define the areal radius by

⇢ =
q
fn
1 f

2�n
2 . (4.1)

In terms of ⇢, the asymptotic expansion (⇢! 1) of the metric (3.8) reads

ds2 ' �
✓
k +

⇢2

`2
� 2µ1

⇢

◆
d⌧2 +

✓
k + � +

⇢2

`2
� 2µ2

⇢

◆�1

d⇢2 + ⇢2d⌃2
k , (4.2)

where ⌧ = ⇢�1
0 t, ` = ⇢0/(2

p
2g0) is the AdS radius given in (2.21) and

� ⌘ 32g20�
2

n(2� n)
. (4.3)
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We have also defined the two parameters

µ1 =
1

12
⇢0�

6
n(n� 1)�[3kn2(n� 2)2 + 128g20�

2(3� 2n)(1� 2n)] , (4.4a)

µ2 =
1

12
⇢0�

6
n(n� 1)�[3kn2(n� 2)2 + 128g20�

2(5n2 � 10n+ 3)] . (4.4b)

The scalar field behaves according to (2.26),

� ' �1 +
��
⇢

+
�+

⇢2
+O(1/⇢3) , (4.5)

where �1 is defined by (2.19) and

�� = �2�n�⇢0 , �+ = �2(n� 1)�3
n�

2⇢20 . (4.6)

It follows that the parameter ↵ in (2.27) characterizing the boundary condition reads

↵ =
1

2
(1� n)�n . (4.7)

We also note the useful relation

� =
1

2`2
�2
� . (4.8)

Thus far, various notions of asymptotically AdS spacetimes have been defined [36–39], and lots

of apparently distinct definitions of conserved charges have been proposed. Unfortunately,

asymptotic AdS boundary conditions put forward in these papers do not allow a class of

metrics behaving like (4.2). Due to the fact that the mass of the scalar field lies in the range

(2.25), the stress tensor of the slowly decaying mode �� of the scalar field does not fall o↵

su�ciently rapidly at infinity, giving rise to a backreaction to the geometry which modifies the

g⇢⇢ behaviour from the standard asymptotic form with � = 0. This is a main obstruction to

construct the conserved quantity following the prescriptions in [36–39]. This property is also

encoded into the behavior of the Misner-Sharp energy [58], which is a well-defined quasi-local

energy in pseudo-spherical symmetry [59] and is defined by

MMS =
1

2
⇢


k � (r⇢)2 +

⇢2

`2

�
. (4.9)

One easily sees that it diverges as ⇢ ! 1 for our spacetime (3.8).

Hertog and Maeda proposed a possible way to avoid this problem [41]5. They generalized

the boundary conditions of Henneaux-Teitelboim [38] in such a way that the relaxed boundary

conditions (i) include spacetimes containing a scalar field with mass parameter in the BF

5Note that the result of Hertog and Maeda follows also from holographic renormalization. In particular,

mixed boundary conditions shift the holographic stress tensor according to table 3 in [60]. Computing the con-

served charges with this shifted stress tensor yields the charges of [41]. We would like to thank I. Papadimitriou

for pointing out this to us.
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we can recover our potential (2.15) with g0 = gn/4, g1 = g(2�n)/4 [56]. The solution (3.11)

does not have an event horizon for k � 0, but is very similar to ours. In fact, taking e.g. the

plus sign in (3.14), one sees that (3.11) is of the form (3.8) with the fi proportional to rHi.

However, it turns out that the sign of � in (3.12) and (3.7) disagrees. Moreover, the function

 that results from casting (3.11) into the form (3.8) is di↵erent from  in (3.7). It follows

that the static solution (3.11) corresponds to a branch di↵erent from ours. It would be very

interesting to seek for a solution that comprises both (3.7), (3.8) and (3.11), (3.12). An ansatz

for  and � that in principle does this job would be

e2 = f1(r)f2(r)[c1r
2 + c2r + c3 + c4f1(r)

2n�1f2(r)
3�2n] , �n� = ln

✓
c0
f2(r)

f1(r)

◆
, (3.15)

with fi(r) = air + bi, where ai, bi, ci are constants. Indeed, our solution has c4 = 0, while

(3.11) would correspond to c1 = c2 = 0. Unfortunately it turns out that (3.15) works either

for (3.7), (3.8) or for (3.11), (3.12), but is unable to synthesize both. We shall leave the

construction of such a more general solution for future work.

Let us finally compare with the spherically symmetric numerical solution discussed in

[57]. Our Lagrangian reduces to theirs when n = 1 with g0 = g1. Hence one may hope

that our solution represents their numerical solution. However, our metric does not admit a

spherical horizon when n = 1, as we will see in the next section. This fact also suggests to

look for more general solutions that contain both (3.7), (3.8) and the numerical one of [57].

4 Physical discussion

In this section, we explore various properties of the hairy black hole obtained in the previous

section.

4.1 Mass

The mass of a given spacetime is the most fundamental physical quantity. Let us therefore

try to identify a well-defined mass for our spacetime. Since the conserved charges defined

at infinity are usually encoded in the leading terms of physical fields departing from the

background spacetime, we consider the asymptotic behavior of the metric and the scalar

field. For this purpose, it is convenient to define the areal radius by

⇢ =
q
fn
1 f

2�n
2 . (4.1)

In terms of ⇢, the asymptotic expansion (⇢! 1) of the metric (3.8) reads

ds2 ' �
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k +
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`2
� 2µ1

⇢

◆
d⌧2 +

✓
k + � +
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k , (4.2)

where ⌧ = ⇢�1
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p
2g0) is the AdS radius given in (2.21) and

� ⌘ 32g20�
2
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Figure 1. The behaviour of the scalar potential for (i) 0 < n < 1/2, (ii) 1/2 < n < 3/2 and
(iii) 3/2 < n < 2. The 1/2  n < 3/2 case admits only a global maximum corresponding to the
supersymmetric vacuum, otherwise there exist two critical points. The extrema always correspond to
a negative cosmological constant.

with the cosmological constant ⇤ = �3`�2, where the asymptotic AdS curvature radius is

given by

` =
⇢0

2
p
2g0

, ⇢0 ⌘ np
2

✓
(2� n)g0

ng1

◆1�n/2

. (2.21)

The dimensionless parameter ⇢0 was introduced for later convenience. The mass parameter

m measures the curvature of the potential at the supersymmetric critical point and reads

m2 = �2`�2 . (2.22)

This is exactly the value for a conformally coupled scalar field in AdS. One can follow the same

steps to show that the other vacuum � = �2 also corresponds to the negative cosmological

constant ⇤ = �3`22 and its mass spectrum is given by

m2 =
6

`22
, `2 =

n(3� 2n)

4g0(1� n)

✓
g0(2� n)(1� 2n)

g1n(3� 2n)

◆1�n/2

. (2.23)

The supersymmetric vacua (@�W = 0) are always stable since the mass is above or equal to

the Breitenlohner-Freedman (BF) bound [35], which can be grasped as

m2 = @2
�V = 8

"
2

✓
@2
�W � 3

4
W

◆2

� 9

8
W 2

#
� �9W 2 = m2

BF , (2.24)

where m2
BF = �9/(4`2) denotes the BF mass bound and the above mass (2.22) indeed exceeds

this lower bound. Here, it is important to remark that the mass (2.22) at the vacuum �1 lies

in the BF range [35]

m2
BF  m2  m2

BF +
1

`2
. (2.25)

By requiring the conservation and the positivity of a suitable energy functional, Breitenlohner

and Freedman [35] found that the slowly decaying mode of the scalar field is also normalizable
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Figure 1. The behaviour of the scalar potential for (i) 0 < n < 1/2, (ii) 1/2 < n < 3/2 and
(iii) 3/2 < n < 2. The 1/2  n < 3/2 case admits only a global maximum corresponding to the
supersymmetric vacuum, otherwise there exist two critical points. The extrema always correspond to
a negative cosmological constant.
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Hertog and Maeda proposed a possible way to avoid this problem [41]5. They generalized

the boundary conditions of Henneaux-Teitelboim [38] in such a way that the relaxed boundary

conditions (i) include spacetimes containing a scalar field with mass parameter in the BF

5Note that the result of Hertog and Maeda follows also from holographic renormalization. In particular,

mixed boundary conditions shift the holographic stress tensor according to table 3 in [60]. Computing the con-

served charges with this shifted stress tensor yields the charges of [41]. We would like to thank I. Papadimitriou

for pointing out this to us.
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while the potential (2.8) becomes

V = �8


2n� 1

n
g20 z

n�2 + 4 g0g1 z
n�1 +

3� 2n

2� n
g21 z

n

�
. (2.12)

Moreover, since we are interested in uncharged black holes, we set F I
µ⌫ = 0. Then the action

reduces to

S =

Z 
R

2
� 1

2
gµ⌫@µ�@⌫�� V (�)

�p�g d4x , (2.13)

where we defined the canonical scalar field � by � = ��1
n ln z, with

�n =

s
2

n(2� n)
, 0 < n < 2 . (2.14)

Here the allowed range of n comes from the restriction ImN < 0, which assures positivity of

the kinetic term for the gauge fields. In terms of �, the potential is given by

V (�) = �8


2n� 1

n
g20 e

�n(n�2)� + 4 g0g1 e
�n(n�1)� +

3� 2n

2� n
g21 e

�nn�

�
, (2.15)

which can be written in terms of a superpotential W = W (�) as

V = 4
⇥
2(@�W )2 � 3W 2

⇤
, (2.16)

where

W (�) = g1e
n�n�/2 + g0e

(n�2)�n�/2 . (2.17)

In what follows we shall assume that both g0 and g1 are positive. Remark that the theory is

invariant under

g0 ! g1 , g1 ! g0 , n ! 2� n , � ! �� . (2.18)

This invariance allows us to restrict to the range 0 < n  1 for the discussion of the physical

properties of the solution. In spite of this, we shall consider the full range 0 < n < 2 for

clarity of our argument.

One finds that the potential (2.15) has two critical points (see fig. 1), namely

e�n�1 =
g0(2� n)

g1n
, e�n�2 =

g0(2� n)(1� 2n)

g1(3� 2n)n
. (2.19)

� = �1 always exists for 0 < n < 2. Since the extremum � = �1 is also a critical point of

the superpotential, it describes a supersymmetric vacuum. On the other hand, the extremum

� = �2 does not exist in the range 1/2  n  3/2 and it breaks supersymmetry.

If we define � ⌘ �1 + �� and expand the potential around �1, the action (2.13) can be

written as

S =

Z 
R� 2⇤

2
� 1

2
gµ⌫@µ�� @⌫��� 1

2
m2��2 +O(��3)

�p�g d4x , (2.20)
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次にm2
BF + ℓ−2 > m2 > m2

BF の場合を考える．例えば R = const.の場合の共形結合スカラー場の質量は
m2

CC = −d(d− 2)/4ℓ2 であるからこの範囲にある．境界条件は 1パラメータ αで特徴付けられる．

φ =
φ−
rλ−

+
αφλ+/λ−

−
rλ+

. (17.58)

ここで αが無次元になるように定義した．このときの計量の境界条件は

htt = O(1/rd−3) , hij = O(1/rd−3) , hti = O(1/rd−3) , ,

hrr = −
a2−ℓ

2λ−
(d− 2)r2(1+λ−)

+O(1/rd+1) , htr = O(1/rd−2) , hri = O(1/rd−2) . (17.59)

このときの電荷は

Q[ξ] = QHT[ξ] +
λ−

2ℓd−3

∫
dΩd−2ξ

⊥rd−2

(
φ2 +

2α(λ+ − λ−)

d− 1
φ(d−1)/λ−

)
. (17.60)

17.2.4 Ashtekhar-Magnon-Das

Ashtekhar-Magnon-Dasは漸近的平坦の場合の自然な拡張として，漸近 AdS時空を定義し，運動方程式をエ
ネルギーフラックスの形に書き換えることにより保存量を見いだした [AM84, AD99]．d = 4の場合，Λ = 0
とすると，Weylテンソルやエネルギー運動量テンソルの減衰率は光的無限遠でのものに帰着する．

定義 17.2.1 以下の条件を満足する d次元時空 (M, gab) を漸近的 AdS時空と呼ぶ，

(i) M̂ = M ∪ I が境界を持つ多様体となるような，境界I ≃ R× Sd−2 を付随できる．

(ii) M̂ 上で，ĝab = Ω2gab となる滑らかな計量 ĝab と関数 Ωが存在し，I 上で，

Ω = 0 , n̂a ≡ ∇̂aΩ ̸= 0 , on I . (17.61)

(iii) (M, gab)上で Einstein方程式が成立

Rab −
1

2
Rgab + Λgab = κ2Tab , (17.62)

ここで Ω2−dTab はI 上に滑らかな拡張を持つとする．

(iv) d > 4のとき，Ω4−dĈabcdが M̂上で有限であり，I 上で零となる拡張を持つ．d = 4のとき，Ω−1Ĉacbdn̂cn̂b

がI 上で零となる拡張を持つ．

Schoutenテンソルの共形変換の公式より，

Sab = Ŝab − 2

[
−Ω−1∇̂an̂b +

1

2
ĝabΩ

−2n̂cn̂c

]
=

2

d− 2

[
κ2
(
Tab −

1

d− 1
Tgab

)
+

1

d− 1
Λgab

]
, (17.63)

となるから，この式に Ω2を掛けて Ω → 0の極限をとれば，n̂aはI 上に滑らかな拡張を持ち，そのノルムは

n̂an̂
a=̂

1

ℓ2
, (17.64)

で与えられる．na が空間的であることから I は時間的な面である．これより Ω−1(n̂an̂a − ℓ−2)は I に滑ら
かな極限を持つから，(17.63)に Ωを掛けてI の極限をとれば，

∇̂an̂b = lim
→I

Ω−1(n̂an̂a − ℓ−2) =
2

d
∇̂cn̂

cĝab . (17.65)

ここで漸近平坦の場合と同様に，I 上で零でない有限の関数 ωを用いて Ω → ωΩと変形する自由度を用いる
と，常に ∇̂an̂b = 0となるようにできる．すなわち，I は全測地的である．(17.63)の回転を採り，∇̂an̂bを再
び (17.63)を用いて消去すれば，

∇̂[aŜb]c + Ω−1Ĉabcdn̂
d − Ω−1(n̂[aSb]c + ĝc[bSa]dn̂

d) = ∇̂[aSb]c . (17.66)
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次にm2
BF + ℓ−2 > m2 > m2

BF の場合を考える．例えば R = const.の場合の共形結合スカラー場の質量は
m2

CC = −d(d− 2)/4ℓ2 であるからこの範囲にある．境界条件は 1パラメータ αで特徴付けられる．

φ =
φ−
rλ−

+
αφλ+/λ−

−
rλ+

. (17.58)

ここで αが無次元になるように定義した．このときの計量の境界条件は

htt = O(1/rd−3) , hij = O(1/rd−3) , hti = O(1/rd−3) , ,

hrr = − α2ℓ2λ−
(d− 2)r2(1+λ−)

+O(1/rd+1) , htr = O(1/rd−2) , hri = O(1/rd−2) . (17.59)

このときの電荷は

Q[ξ] = QHT[ξ] +
λ−

2ℓd−3

∫
dΩd−2ξ

⊥rd−2

(
φ2 +

2α(λ+ − λ−)

d− 1
φ(d−1)/λ−

)
. (17.60)

17.2.4 Ashtekhar-Magnon-Das
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Ω = 0 , n̂a ≡ ∇̂aΩ ̸= 0 , on I . (17.61)
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1

2
Rgab + Λgab = κ2Tab , (17.62)
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=
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1
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]
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g(0)µν における Killingベクトルを ξ(A) とすると，h′
µν = L ξ(A)

hµν も hµν と同じ境界条件に従う．
Regge-Teitelboimの手法に従う．漸近平坦の場合と同様に，一般相対論のハミルトン形式は，O(3, 2)不変

な変形に対して well-definedな関数微分を持っていないことがわかる．よってこれを回避する方法は，それを
打ち消すような境界項を加えることである：

H[N ] =

∫
d3xNµH µ +

1

2
ξAB
∞ JAB , (17.48)

ここで Nµ = (N,Nm)であり，H µ = (H ,H m)は拘束条件に対応する：

H ≡ q1/2(−R[q] + 2Λ) + q−1/2

(
πmnπ

mn − 1

2
π2

)
, H m = −2q1/2Dn(q−1/2πmn) . (17.49)

質量核上のハミルトニアンは (10.71)で与えられる：

Qξ[C] =
1

2κ2

∮

C
dSnm

[
Gmnpq(ξ⊥Dnhpq − hpqDnξ

⊥) + 2q−1/2ξnπn
m
]
. (17.50)

ここで nm は Σ内の C に対する法線であり，

Gmnpq ≡ 1

2
(qmpqnq + qmqqnp − 2qmnqpq) . (17.51)

([HT85]ではGmnpq の定義に q1/2が掛かっているが，これが dSiに含まれるとすると．(17.50)の共役運動量
に q−1/2 ががかる)．ξa を漸近対称性の生成子とすると，ξa = ξ⊥na + ξn(∂/∂xn)a である．
次のような漸近形を持つ計量を考える：

ds2 ≃ −
(
1− 2M1

r
+

r2

ℓ2

)
dt2 +

(
1− 2M2

r
+

r2

ℓ2

)
dr2 + r2dΩ2

2 . (17.52)

このとき，ξ = ∂/∂tに対して Qξ = M2 を与える．

§ I スカラー場
次に，エネルギー運動量テンソルとしてスカラー場

Tab = ∇aφ∇bφ− 1

2
[(∇φ)2 +m2φ2]gab , ∇2φ−m2φ = 0 , (17.53)

が存在する場合を考える [Hertog-Maeda:hep-th/0404261]．漸近解は

φ =
φ−
rλ−

+
φ+
rλ+

, λ± =
1

2
[d− 1±

√
(d− 1)2 + 4m2ℓ2] , m2

BF = − (d− 1)2

4ℓ2
. (17.54)

重解 λ+ = λ− = λ となるときは，もう一つの独立な解は ln r/rλ という振る舞いをする．このときのエネル
ギー運動量テンソルの振る舞いは

Trr = O(1/r2(λ+1)) , Trµ = O(1/r2λ+1) , Tµν = O(1/r2(λ−1)) , µ = {t, i} , (17.55)

となる．Ashtekhar-Magnon-DasではTab = Ω2−dTabがI 上に零となる拡張を持つことが一般に必要であるが，
第 17.2.5節で議論するように，スカラー場に対してはもう一次緩やかな減衰も許される．よって 2λ−(d−1) ≥ 0
を満たす必要がある．緩やかに落ちる解 φ−/rλ− はこの不等式を満たさないが，速く落ちる解 φ+/rλ+ は常に
この式を満たす．よって Dirichlet境界条件 (a− = 0)を課す場合，計量の減衰率は以下のようになる

htt = O(1/rd−3) , hij = O(1/rd−3) , hti = O(1/rd−3) ,

hrr = O(1/rd+1) , htr = O(1/rd) , hri = O(1/rd) . (17.56)

d = 4のとき

ξr = O(r) +O(1/r) , ξµ = O(1) +O(r−2) . (17.57)

このとき h′
ab = L ξhab は hab と同じ境界条件を満足する．
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we can recover our potential (2.15) with g0 = gn/4, g1 = g(2�n)/4 [56]. The solution (3.11)

does not have an event horizon for k � 0, but is very similar to ours. In fact, taking e.g. the

plus sign in (3.14), one sees that (3.11) is of the form (3.8) with the fi proportional to rHi.

However, it turns out that the sign of � in (3.12) and (3.7) disagrees. Moreover, the function

 that results from casting (3.11) into the form (3.8) is di↵erent from  in (3.7). It follows

that the static solution (3.11) corresponds to a branch di↵erent from ours. It would be very

interesting to seek for a solution that comprises both (3.7), (3.8) and (3.11), (3.12). An ansatz

for  and � that in principle does this job would be

e2 = f1(r)f2(r)[c1r
2 + c2r + c3 + c4f1(r)

2n�1f2(r)
3�2n] , �n� = ln

✓
c0
f2(r)

f1(r)

◆
, (3.15)

with fi(r) = air + bi, where ai, bi, ci are constants. Indeed, our solution has c4 = 0, while

(3.11) would correspond to c1 = c2 = 0. Unfortunately it turns out that (3.15) works either

for (3.7), (3.8) or for (3.11), (3.12), but is unable to synthesize both. We shall leave the

construction of such a more general solution for future work.

Let us finally compare with the spherically symmetric numerical solution discussed in

[57]. Our Lagrangian reduces to theirs when n = 1 with g0 = g1. Hence one may hope

that our solution represents their numerical solution. However, our metric does not admit a

spherical horizon when n = 1, as we will see in the next section. This fact also suggests to

look for more general solutions that contain both (3.7), (3.8) and the numerical one of [57].

4 Physical discussion

In this section, we explore various properties of the hairy black hole obtained in the previous

section.

4.1 Mass

The mass of a given spacetime is the most fundamental physical quantity. Let us therefore

try to identify a well-defined mass for our spacetime. Since the conserved charges defined

at infinity are usually encoded in the leading terms of physical fields departing from the

background spacetime, we consider the asymptotic behavior of the metric and the scalar

field. For this purpose, it is convenient to define the areal radius by

⇢ =
q
fn
1 f

2�n
2 . (4.1)

In terms of ⇢, the asymptotic expansion (⇢! 1) of the metric (3.8) reads

ds2 ' �
✓
k +

⇢2

`2
� 2µ1

⇢

◆
d⌧2 +

✓
k + � +

⇢2

`2
� 2µ2

⇢

◆�1

d⇢2 + ⇢2d⌃2
k , (4.2)

where ⌧ = ⇢�1
0 t, ` = ⇢0/(2

p
2g0) is the AdS radius given in (2.21) and

� ⌘ 32g20�
2

n(2� n)
. (4.3)
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Figure 2. The behaviour of temperature and area as functions of the mass for k = 1, n = 3/4. The
asymptotic AdS radius has been set to ` = 1 and the corresponding quantities for the Schwarzschild-
AdS black hole are also shown. Both black holes have a critical temperature. Our black hole solution
has a positive mass bound and a smaller entropy compared to the Schwarzschild-AdS black hole.

4.4 Instability against radial perturbations

The behaviour of the entropy of our hairy black hole with respect to Schwarzschild-AdS

(fig. 2) implies that our solution is unstable against dynamical perturbations. Focusing on

spherically symmetric perturbations, we show that this is indeed the case.

The background spacetime we consider is the spherical solution (k = 1) of the form

g(0)µ⌫ dx
µdx⌫ = �f(r)dt2 +

dr2

f(r)
+ ⇢(r)2(d✓2 + sin2 ✓d'2) , �(0) = �(0)(r) , (4.29)

where f = e2 /(fn
1 f

2�n
2 ) and ⇢(r) is given by (4.1). Here and in what follows, we attach (0)

to denote the background quantities. The governing equations are

Eµ
⌫ ⌘ Rµ

⌫ � 1

2
R�µ⌫ � Tµ

⌫ = 0 , E� ⌘ rµrµ�� @�V = 0 . (4.30)

Let us consider the spherically symmetric perturbations

gµ⌫ ' g(0)µ⌫ + g(1)µ⌫ (r)e
�i!t , � ' �(0) + �(1)(r)e�i!t , (4.31)

where (1) corresponds to the perturbed value. Using the gauge freedom g
(1)
µ⌫ ! g

(1)
µ⌫ +L ⇠g

(0)
µ⌫ ,

we can work in a gauge where only g
(1)
tt and g

(1)
rr are nonvanishing (see [74] for a review of

gravitational perturbations in spherically symmetric spacetimes).
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From (4.2), the unit time translation at AdS infinity corresponds to ⇠ = ⇢0@/@t, which is

timelike outside and null on the event horizon. The surface gravity, 2 = �1
2rµ⇠⌫rµ⇠⌫ , is

then easily computed to give

 =
(e2 )0

2
p
2g(�2+n)/2

0 g
(2�n)/2
1 n�n/2(2� n)(n�2)/2fn

1 f
2�n
2

�����
r=r+

, (4.26)

which accords with the Euclidean prescription of removing conical singularities. The Hawking

temperature is then defined by T = /2⇡. An elementary computation reveals that the first

law of black hole thermodynamics [68] holds,

�M =


8⇡
�A . (4.27)

It turns out that the scalar charge fails to contribute to the 1st law, consistent with the

analysis in [69]. Due to the appearance of a curvature scale, there is no straightforward

expression for an integrated mass formula.

Fig. 2 shows the temperature and the horizon area as functions of the mass for k = 1

and n = 3/4 (in red), as compared to the Schwarzschild-AdS solution (blue). One can see

that the qualitative behaviour is very similar to that of the Schwarzschild-AdS black hole.

There appears a critical temperature Tc above which we have two kinds of black holes with

M 7 Mc [70]. We do not write down the explicit expression for Tc since it is quite messy, but

it can be easily computed. The behaviour of the specific heat C = T@S/@T is also similar

to the Schwarzschild-AdS black hole, since one has C 7 0 for M 7 Mc and C ! ±1 for

M ! Mc ± 0.

One sees from fig. 2 that, for a given mass, the area of the hairy black hole is always

smaller than the one of the Schwarzschild-AdS black hole, which implies that the hairy black

hole is unstable. Such an instability was actually also found for the numerical solutions in

the literature [57, 71]. We shall verify in section 4.4 that our solution admits also an unstable

mode.

In the case of a hyperbolic horizon (k = �1), there appears an inner horizon outside the

curvature singularities. The area product of the two Killing horizons is given by

A+A� =
⌃2
k

256g40n
4

✓
n

2� n

◆2n ⇥
kn2(2� n)2 + 128g20(1� n)(3� 2n)�2

⇤n

⇥ ⇥
kn2(2� n)2 + 128g20(1� n)(1� 2n)�2

⇤2�n
. (4.28)

According to the analysis in [72], the area product of a generic black hole depends only on

the (quantized) charges, the angular momenta and the cosmological constant. However, the

right hand side of (4.28) does not correspond to such a quantity7. It would be interesting to

explore the physical meaning of the right hand side of (4.28).

7Visser argued that the contribution coming from the virtual horizons should be taken into account [73].

However, such contributions do not make sense in the present context, since other two roots of e2 = 0

correspond to the singularities at which the area vanishes.
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Figure 2. The behaviour of temperature and area as functions of the mass for k = 1, n = 3/4. The
asymptotic AdS radius has been set to ` = 1 and the corresponding quantities for the Schwarzschild-
AdS black hole are also shown. Both black holes have a critical temperature. Our black hole solution
has a positive mass bound and a smaller entropy compared to the Schwarzschild-AdS black hole.

4.4 Instability against radial perturbations

The behaviour of the entropy of our hairy black hole with respect to Schwarzschild-AdS

(fig. 2) implies that our solution is unstable against dynamical perturbations. Focusing on

spherically symmetric perturbations, we show that this is indeed the case.

The background spacetime we consider is the spherical solution (k = 1) of the form

g(0)µ⌫ dx
µdx⌫ = �f(r)dt2 +

dr2

f(r)
+ ⇢(r)2(d✓2 + sin2 ✓d'2) , �(0) = �(0)(r) , (4.29)

where f = e2 /(fn
1 f

2�n
2 ) and ⇢(r) is given by (4.1). Here and in what follows, we attach (0)

to denote the background quantities. The governing equations are

Eµ
⌫ ⌘ Rµ

⌫ � 1

2
R�µ⌫ � Tµ

⌫ = 0 , E� ⌘ rµrµ�� @�V = 0 . (4.30)

Let us consider the spherically symmetric perturbations

gµ⌫ ' g(0)µ⌫ + g(1)µ⌫ (r)e
�i!t , � ' �(0) + �(1)(r)e�i!t , (4.31)

where (1) corresponds to the perturbed value. Using the gauge freedom g
(1)
µ⌫ ! g

(1)
µ⌫ +L ⇠g

(0)
µ⌫ ,

we can work in a gauge where only g
(1)
tt and g

(1)
rr are nonvanishing (see [74] for a review of

gravitational perturbations in spherically symmetric spacetimes).
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4.4 Instability against radial perturbations

The behaviour of the entropy of our hairy black hole with respect to Schwarzschild-AdS

(fig. 2) implies that our solution is unstable against dynamical perturbations. Focusing on

spherically symmetric perturbations, we show that this is indeed the case.

The background spacetime we consider is the spherical solution (k = 1) of the form

g(0)µ⌫ dx
µdx⌫ = �f(r)dt2 +

dr2

f(r)
+ ⇢(r)2(d✓2 + sin2 ✓d'2) , �(0) = �(0)(r) , (4.29)

where f = e2 /(fn
1 f

2�n
2 ) and ⇢(r) is given by (4.1). Here and in what follows, we attach (0)

to denote the background quantities. The governing equations are

Eµ
⌫ ⌘ Rµ

⌫ � 1

2
R�µ⌫ � Tµ

⌫ = 0 , E� ⌘ rµrµ�� @�V = 0 . (4.30)

Let us consider the spherically symmetric perturbations

gµ⌫ ' g(0)µ⌫ + g(1)µ⌫ (r)e
�i!t , � ' �(0) + �(1)(r)e�i!t , (4.31)

where (1) corresponds to the perturbed value. Using the gauge freedom g
(1)
µ⌫ ! g

(1)
µ⌫ +L ⇠g

(0)
µ⌫ ,

we can work in a gauge where only g
(1)
tt and g

(1)
rr are nonvanishing (see [74] for a review of

gravitational perturbations in spherically symmetric spacetimes).
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Using the background Einstein’s equations E
(0)
µ⌫ = 0 and linearized Einstein’s equations

E
(1)
µ⌫ = 0, the perturbed scalar equation E

(1)
� = 0 reduces to the single master equation

✓
� d2

dr2⇤
+ U(r)

◆
� = !2� , (4.32)

where � = ⇢�(1) and r⇤ =
R
dr/f(r) denotes the tortoise coordinate. The potential U(r)

reads

U =
f

2⇢⇢02
[f⇢3(�(0))04 + 2⇢02(f⇢0)0 � 2⇢⇢0(f⇢)0(�(0))02 + 4⇢2⇢0(�(0))0V� + 2⇢⇢02V��] , (4.33)

where the prime denotes the di↵erentiation with respect to r, V� = @�V and V�� = @2
�V

correspond to the background value. The tortoise coordinate asymptotically behaves as

r⇤ ⇠ 1

f 0(r+)
ln(r � r+) ! �1 (r ! r+) , r⇤ ⇠ �`2

r
+K (r ! 1) , (4.34)

where K is a constant.

We are now looking for an unstable mode which occurs at a purely imaginary frequency.

Hence we set � = �i! (� > 0) as in ref. [57]. Since U ! 0 for r⇤ ! �1, the normalizable

asymptotic solution at the horizon reads

� ⇠ exp(�r⇤) , (r⇤ ! �1) . (4.35)

Let us next consider the boundary condition for � at infinity. The scalar field behaves as

� ⇠ ��
⇢

+
↵�2

�
⇢2

. (4.36)

Hence for � = �(0) + �(1)e�i!t we have

�(1) ⇠ �
(1)
�
⇢

+
2↵�(0)

� �
(1)
�

⇢2
. (4.37)

Let U0 = U(r ! 1) < 0 and suppose �̃ =
p�U0 � �2 is positive. Then the asymptotic

solution reads

� ⇠ A cos(�̃r⇤ + b) ' A


cos(�̃K + b) +

�̃`2

r
sin(�̃K + b)

�
, (4.38)

where A and b are constants. Noting ⇢ ⇠ ⇢0(r +O(1/r)), a comparison of (4.37) and (4.38)

gives

�̃`2 tan(�̃K + b) =
2↵�(0)

�
⇢0

. (4.39)
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Figure 3. Instability rate against radial perturbations for n = 3/4, g0 = ` = 1.

This translates into

d

dr⇤
� ' �2↵�(0)

�
⇢0`2

� (r ! 1) . (4.40)

We now have a Schrödinger-type equation (4.32) with the boundary conditions (4.35), (4.40).

We numerically solved the eigenvalue problem and found an unstable mode as displayed in

fig. 3. As � increases, the instability rate becomes smaller. Since we fix the AdS curvature,

large � means large horizon radius. Thus the smaller hairy black hole is more unstable. For

the chosen values n = 3/4, g0 = ` = 1, the unstable mode seems to disappear around � ⇠ 1.4.

The profound physical reason for this value and its relation to thermodynamics remain still

to be understood.

4.5 Asymptotically de Sitter case

A Wick rotation of the coupling constants, g0 ! ig0, g1 ! ig0, reverses the sign of the scalar

potential, hence the metric is asymptotically de Sitter. The potential is no longer expressed

in terms of a real superpotential, yet the solution still solves the equations of motion (3.1).

In eqs. (3.7), the expressions of f1, f2 and � are left invariant, whereas

e2 =

✓
r +

2�

n

◆✓
r � 2�

2� n

◆

⇥

k � 8g20

✓
r2 � 4(1� n)

n(2� n)
�r + 4

5n2 � 10n+ 4

n2(2� n)2
�2

◆�
. (4.41)

Our solution is compatible with the no-hair theorem for asymptotically de Sitter space-

times [75] since the potential is not convex.
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FIG. l. Plot of 0 as a function of p for black strings and
branes with D =4, . . . , 9 for which an instability has been
found. The bold points correspond to values calculated numeri-
cally and the lines have been traced to guide the eye.

values of p shown in Fig. 1. The points in Fig. 1 corre-
spond to the values calculated numerically and the lines
have been added to guide the eye. There is a symmetry
in the equation for H" under the following transforma-
tion: r+ ar~, 11 11/a, and p p/a, for a constant
value of a. Thus it is suScient to calculate fl and p for
only one value of r+.
The significance of these results is easily summarized:

Black strings and branes are classically unstable. This is
a real instability, for clearly the perturbation cannot be
written as pure gauge. By exhibiting a single (A, p) for
any black brane we prove instability, and by exhibiting a
range we indicate the instability is generic and robust.
How might we interpret this result physically'? Of
course, since our calculation is linear, we cannot strictly
say anything about the final state, but the entropy argu-
ment, as well as the fact that h, g dominates g,b in
Schwarzschild coordinates near the horizon, makes it
tempting to suggest that the black brane will fragment.
Periodic black hole solutions are known [15], so there is
a known final state solution in this case (unlike the
Reissner-Nordstrom case). Such a process will produce a
naked singularity and hence violate cosmic censorship.
Perhaps a more realistic though less spectacular con-
clusion is that due to this instability, black strings and p-
branes will not form in the first place from collapse.
The only way around the instability is to compactify

the transverse dimensions on a scale smaller than the in-
verse mass of the black hole. The compactification would
imply that the values of p; are quantized. If their first
value is greater than the maximum one in Fig. 2 this
would imply that such "black doughnuts'" would be
stable. Since there must be compactification of any extra
dimensions on an extremely small scale, all but the tiniest
black doughnuts would be safe, and those that would not
would presumably have evaporated producing their own
naked singularities long ago. Thus this instability will
have no effect for contemporary astrophysical black holes.
Naturally this work makes no statement about classi-

cally charged black holes. An investigation into these is

in progress. Although the true end point of this instabili-
ty is not presently known, it would have important conse-
quences for the cosmic censorship hypothesis. The form
of 6'g, b indicates that these perturbations add an oscilla-
tory component to the location of the horizon as a func-
tion of x; (the extra dimensions). If these instabilities
lead to a shrinking of the event horizon, black hole singu-
larities might reveal themselves. A generic regular initial
perturbation would therefore develop into a visible singu-
larity. The extremal case, where the event horizon and
singularity coincide, is of particular interest. If the event
horizon shrinks, even by a very small amount, this insta-
bility may lead directly to a naked singularity. This case
is under present investigation.
Finally, to reiterate our original theme, this result

makes clear the domain of validity of four-dimensional
Einstein gravity —namely, four-dimensional Einstein
gravity. The stability of four-dimensional Schwarzschild
black holes does not imply that five-dimensional black
strings or ten-dimensional black branes are stable—indeed they are not. The result highlights the unex-
pected subtleties of black holes, and is a demonstration
that an event horizon too can be ephemeral.
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Introducing the new function  = X + Y , the equations of motion (3.1) boil down to

X 00 + 2X 0 0 = �e�2XV (�) ,

 00 + 2 02 � ke�2 = �2e�2XV (�) ,

�00 + 2�0 0 = e�2XV 0(�) ,

X 02 �  02 +
1

2
�02 + ke�2 = e�2XV (�) .

(3.4)

It is worth noting that the equations (3.4) may also be derived from the one-dimensional

action

S =

Z 
1

2
e2 

✓
�X 02 +  02 � 1

2
�02

◆
� 1

2
e�2X+2 V (�)

�
dr . (3.5)

Since r does not appear explicitely in the Lagrangian, the Hamiltonian H is constant, and

from the last equation of (3.4) we see that H coincides with k/2.

Inspired by [48] we set

e2Y (r) = f1(r)
nf2(r)

2�n . (3.6)

Then it turns out that a class of solutions to the equations of motion (3.4) is given by

f1 =
np
2

✓
r +

2�

n

◆
, f2 =

2� np
2

g0
g1

✓
r � 2�

2� n

◆
,

e2 = 8g20

✓
r +

2�

n

◆✓
r � 2�

2� n

◆✓
r2 � 4(1� n)

n(2� n)
�r + 4

5n2 � 10n+ 4

n2(2� n)2
�2 +

k

8g20

◆
,

e�n� =
g0(2� n)

g1n

r � 2�/(2� n)

r + 2�/n
, (3.7)

where � denotes an arbitrary constant. The metric becomes then

ds2 = � e2 

fn
1 f

2�n
2

dt2 +
fn
1 f

2�n
2

e2 
dr2 + fn

1 f
2�n
2 d⌃2

k . (3.8)

Note that the solution is given in terms of a quartic polynomial e2 and two linear functions

f1, f2, whose powers reflect the expression for the prepotential. This generic structure was first

observed in [49]. When � = 0, we recover AdS in static coordinates with a two-dimensional

constant curvature space d⌃2
k. Hence � measures the deviation from AdS and is proportional

to the mass of the black hole, as we will see later. If we take the limit g0 ! 0 with g1/g0
kept finite, the potential vanishes and the spacetime reduces to the asymptotically flat metric

found in [50, 51], which describes a naked singularity. It follows that our solution does not

include asymptotically flat black holes with scalar hair. It is also worthwhile to remark that

the only way to kill the scalar field is � = 0, hence the solution (3.8) is disconnected from the

(topological) Schwarzschild-AdS family. As we will see, the metric (3.8) admits a parameter

range that allows a regular event horizon with a nontrivial scalar field. (3.8) provides thus a

novel example describing a hairy black hole.
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2� n

◆✓
r2 � 4(1� n)

n(2� n)
�r + 4

5n2 � 10n+ 4

n2(2� n)2
�2 +

k

8g20

◆
,

e�n� =
g0(2� n)

g1n

r � 2�/(2� n)

r + 2�/n
, (3.7)

where � denotes an arbitrary constant. The metric becomes then

ds2 = � e2 

fn
1 f

2�n
2

dt2 +
fn
1 f

2�n
2

e2 
dr2 + fn

1 f
2�n
2 d⌃2

k . (3.8)

Note that the solution is given in terms of a quartic polynomial e2 and two linear functions

f1, f2, whose powers reflect the expression for the prepotential. This generic structure was first

observed in [49]. When � = 0, we recover AdS in static coordinates with a two-dimensional

constant curvature space d⌃2
k. Hence � measures the deviation from AdS and is proportional

to the mass of the black hole, as we will see later. If we take the limit g0 ! 0 with g1/g0
kept finite, the potential vanishes and the spacetime reduces to the asymptotically flat metric

found in [50, 51], which describes a naked singularity. It follows that our solution does not

include asymptotically flat black holes with scalar hair. It is also worthwhile to remark that

the only way to kill the scalar field is � = 0, hence the solution (3.8) is disconnected from the

(topological) Schwarzschild-AdS family. As we will see, the metric (3.8) admits a parameter

range that allows a regular event horizon with a nontrivial scalar field. (3.8) provides thus a

novel example describing a hairy black hole.

– 8 –
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“Origin of outgoing electromagnetic power by a black hole rotation”

by Yasufumi Kojima

[JGRG25(2015)4a6]
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O i i  f t i  Origin of outgoing 
electromagnetic power by a electromagnetic power by a 

black hole rotation

Yasufumi KojimaYasufumi Kojima

Ｒｅｆ： MNRAS,454（2015）,3902

arXiv:1509 04793arXiv:1509.04793

JGRG25 2015 Dec 7-11 KyotoJGRG25 2015 Dec. 7 11 Kyoto

Motivation
A fundamental problem in Blandford-Znajek process
¾What is origin of outgoing EM power from a BH?¾What is origin of outgoing EM power from a BH?

Answer 
TE EMP

Spin of a black hole
r

r
tTgddP )( �� ³ IT

T

IB
¾How? rBEdSd )()( ,2

1 uv)� ³³ TT T

)( jB E

I

EM fi ld h i ?

)( pjBI TE

>> EM field structure near horizon?
Event horizon is passive BC, determined by the 

exterior (behavior outside BH ) Hrr !
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What’s new?
Because there are so many works.
(Microscopic) two fluids treatment! )(

)( ��

� 
� 

vnvnej
nneeU

(Microscopic) two fluids treatment!
9 It never needs ideal MHD condition, which may be 
broken elsewhere Ideal MHD

)( ���� � vnvnej

broken elsewhere.                             Ideal MHD

GGBE �:)�)�
&&&&

)(0

9It differs from force-free approximation,

GGBE �: )�)� � ),(0

It differs from force free approximation,
which may be invalid near horizon.          FF approx.

)(GS�
Approximations simplify the problem,                                
b i d

)(GS�

but are questioned.  
rBEdSdP )()( ,2

1 uv)� ³³ TT T

Model
Radial magnetic field,
split-monopole Pole Radial inflow split-monopole
In spherically symmetric case,

a a o
Magnetic field 

0  ) S
radial accretion even for 

charged fluids

everywhere
Equator

0  ) S
0,0,0    ejE U

&&

Taking into account B.H. 
spin (a) up to the first order

0  ) S

spin (a) up to the first order

rBEdSdP )()( ,2
1 uv)� ³³ TT T
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Straightforward calculation
MNRAS 454（2015） 3902

Stationary axially symmetric EM and flows 
determined by four functions ) FFG

MNRAS,454（2015）,3902

determined by four functions
�Spherical case as background

��) FFG ,,,

-> Radial flow with no charge and current
�Linear pert. w.r.t. spin parameter a*p p p
�Mode decomposition w.r.t. sym.     

-> a coupled ord. diff. eqs for
0 GG

),(, � � ) FFF GGGG
�Large/small number        involved

-> WKB approximation ))(exp( rWiFv

),(, ��NF,

Many solutions, e.g.  Locally oscillating plasma
� Single out radiating mode relevant to BZ 

Results in next page

Results
Electric potential & current function, toroidal 

magnetic fieldmagnetic field

Infinity
Axis EquatorT T0�) 0� IDYBSInfinity

Axis Equator
Infinity 0�) 0IDYSInfinity

*r *r

TE
Horizon

TE j
&Horizon

TET
Pj

Finite electric field  Zero current at horizon
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Poynting flux

Outgoing EM Power EM power through radius r
)(rPEM )()( ,2

1
TT )� ³ SdrPEM

Maximum at 5.2/ |Mr

r Four models shown by colored

Zero by BC
Horizon

Four models shown by colored 
lines

EM power originates outside horizon, 
( i ?)( ergo-region?)

Conclusion
BZ Power

parameter

2
3
2 )( nFHFBZ BP :�: Z

parameter

Maximum 32
*6

1 )( �� cGMBa n 16.06/1 |

Present work 32
* )(08.0 �| cGMBa n

Power is the same order, although EM fields 
depend on microscopic parameter.

*
1

* , aaB �v)v NGNG I
mnecGM /41)/( 223 SZZN !! mnecGM pp /4,1)/( SZZN  !! 

574



“Existence and disappearance of conical singularities in GLPV theories”

by Ryotaro Kase

[JGRG25(2015)4b1]
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Tokyo University of Science 
Ryotaro Kase 

Existence and disappearance of  
conical singularities in GLPV theories 

A. De Felice, R. Kase and S. Tsujikawa, arXiv:1508.06364 

JGRG25 

1�Introduction� 
 }  Horndeski theories 

Gi,X � �Gi/�X
S =

Z
d

4
x

p
�g

5X

i=2

Li + S

M

L2 = G2(�, X) ,

L3 = G3(�, X)⇤� ,

L4 = G4(�, X)R� 2G4,X(�, X)
⇥
(⇤�)2 � �;µ⌫�;µ⌫

⇤
,

L5 = G5(�, X)Gµ⌫�
;µ⌫ +

1

3
G5,X(�, X)

⇥
(⇤�)3 � 3(⇤�)�;µ⌫�;µ⌫ + 2�;µ⌫�

;µ��;⌫
;�

⇤
.

X = gµ⌫rµ�r⌫�

Horndeski theories are the most general second-order  
scalar-tensor theories on the general background． 

�Quintessence and K-essence 

�covariant Galileon 

�������� and Brans-Dicke gravity f(R)

G2 = G2(�, X) , G3 = 0 , G4 =
M2

pl

2
, G5 = 0

G2 = c2X , G3 =
c3

M3
, G4 =

M2
pl

2
+

c4

M6
X2 , G5 =

c5

M9
X2

G2 = G2(�, X) , G3 = 0 , G4 = F (�) , G5 = 0
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1�Introduction� 
 }  3+1 decomposition in unitary gauge 

L = A2 +A3K +A4(K
2 � S) +B4R+A5K3 +B5(U �KR/2)

Kµ⌫ :

Rµ⌫ :

extrinsic curvature 
intrinsic curvature 

K ⌘ Kµ
µ , S ⌘ Kµ

⌫K
⌫
µ ,

R ⌘ Rµ
µ , U ⌘ Rµ⌫K

µ⌫ ,

K3 = 3H(2H2 � 2HK +K2 � S)

Horndeski theories satisfy the following relations: 

(φ = φ(t))

Gleyzes, Langlois, Piazza, and Vernizzi (GLPV) minimally extended Horndeski 
theories in the way that the above relations are not necessarily satisfied.  

J. Gleyzes, D. Langlois, F. Piazza and F. Vernizzi, PRL(2015)  

1�Introduction� 
 }  3+1 decomposition in unitary gauge 

L = A2 +A3K +A4(K
2 � S) +B4R+A5K3 +B5(U �KR/2)

Kµ⌫ :

Rµ⌫ :

extrinsic curvature 
intrinsic curvature 

K ⌘ Kµ
µ , S ⌘ Kµ

⌫K
⌫
µ ,

R ⌘ Rµ
µ , U ⌘ Rµ⌫K

µ⌫ ,

K3 = 3H(2H2 � 2HK +K2 � S)

Horndeski theories satisfy the following relations: 

(φ = φ(t))
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1�Introduction� 
 }  GLPV theories (covariant form) 

This term vanishes in Horndeski theories. 

Here we focus on theories with             since it tends to disturb  
the screening mechanism of the fifth force being at work.  

Kimura et al. PRD (2012), Koyama et al. PRD (2013), 
Kase and Tsujikawa, JCAP (2013). 

S =

Z
d

4
x

p
�g

5X

i=2

Li + S

M

1�Introduction� 
 }  GLPV theories on the spherically symmetric background 

�Kase and Tsujikawa, PRD (2014) 
  On the cosmological background, EOMs are determined by           
  while                appear only at the perturbation level.  
�Kase et al. PRD (2014) 
  In contrast,                appear in BG EOMs on the spherically  
  symmetric background.  

�Kobayashi, Watanabe and Yamauchi, PRD (2015) 
  In GLPV theories, the new derivative interactions give rise to a partial  
  breaking of the screening mechanism inside a source.  
�Saito, Yamauchi, Mizuno, Gleyzes and Langlois, JCAP (2015) 
  The partial breaking of the screening mechanism modifies structures  
  of astrophysical bodies.  

On the spherically symmetric background, we can clarify effects 
of the deviation from Horndeski theories even at the BG level.  

We want to show how this partial breaking would be constrained. 
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2�Interior Schwarzschild solutions 
}  Background equations of motion 

�Action 

�Metric 

ds2 = �e2 (r)dt2 + e2�(r)dr2 + r2(d✓2 + sin2 ✓ d�2) ,

�(t,t) 

�(r,r) 

�Action 

�Metric 

ds2 = �e2 (r)dt2 + e2�(r)dr2 + r2(d✓2 + sin2 ✓ d�2) ,

�(t,t) 

�(r,r) 

It represents the 
deviation from 

Horndeski theories  
 

It represents the deviation of the 
squared propagation speed of the 
odd-mode perturbations from 1. 

  

2�Interior Schwarzschild solutions 
}  Background equations of motion 

579



�(t,t) 

�(r,r) 

2�Interior Schwarzschild solutions 
}  Solutions around the origin 

In order to derive solutions around the origin, we expand   
and         . As long as fields are analytic, they can be expanded as  

Φ(r) = Φ0 +
∞∑

i=2

Φir
i , Ψ(r) = Ψ0 +

∞∑

i=2

Ψir
i , φ(r) = φ0 +

∞∑

i=2

φir
i .

Φ(r) , Ψ(r)
φ(r)

They respect the regular boundary conditions, i.e.,  
We also assume that                      are finite at the origin. Then...  

Φ′(0) = Ψ′(0) = φ′(0) = 0 .
A2−5 , B4−5

�(t,t) 

�(r,r) 

2�Interior Schwarzschild solutions 
}  Solutions around the origin 

In order to derive solutions around the origin, we expand   
and         . As long as fields are analytic, they can be expanded as  

Φ(r) , Ψ(r)
φ(r)

They respect the regular boundary conditions, i.e.,  
We also assume that                      are finite at the origin. Then...  

Φ′(0) = Ψ′(0) = φ′(0) = 0 .
A2−5 , B4−5

2A4(1 + αH − e−2Φ0)

r2
+ ρm −A2 + 12A4e

−2Φ0Φ2 +O(r) = 0 ,

− 2A4(1 + αH − e−2Φ0)

r2
− ρm + ρce

−Ψ0 +A2 − 4A4e
−2Φ0(Φ2 − 2Ψ2) +O(r) = 0 ,

P ′
m +Ψ′(ρm + Pm) = 0

→ Pm = −ρm + ρce
−Ψ ,

ρc : an integration constant

Φ(r) = Φ0 +
∞∑

i=2

Φir
i , Ψ(r) = Ψ0 +

∞∑

i=2

Ψir
i , φ(r) = φ0 +

∞∑

i=2

φir
i .

580



2�Interior Schwarzschild solutions 
}  Solutions around the origin 

Φ(r) = −1

2
ln(1 + αH) +

ρm −A2

12B4
r2 + ... ,

Ψ(r) = Ψ0 +
2A2 − 2ρm + 3ρce−Ψ0

24B4
r2 + ... ,

φ(r) = φ0

Ricci scalar: 

R = −2αH

r2
+

4A2 − 4ρm + 3ρce−Ψ0

A4
+O(r) .

Thus the Ricci scalar diverges at the origin as long as  
This singularity is originated from the so-called conical singularity.  

αH ̸= 0 .

Defining                                                           , the two dimensional metric  
in the                 plane is represented as  

2�Interior Schwarzschild solutions 
}  Conical singularity 

Conical singularity: The angle                           is not 
restricted between     and       as long as  
 
e.g.)  

For simplicity, let us consider the case with  
Then the three-dimensional spatial line-element is given as  

αH ̸= 0 .

A2 = ρm = 0 .

ϕ̂ =
√
1 + αHϕ

0 2π

−1 < αH < 0
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3�Conditions to avoid the conical singularity 

In order to avoid the appearance of the conical singularity,                is 
required for the limit              . 
 
Let us consider the following case: 

e.g.)  GR: 
  
         Brans-Dicke: 
 
         covariant Galileon: 

1) 
 

     At the origin    ����             , we have  
     leading to the appearance of the conical singularity.  
 
2)  
 

     As long as                              are positive power low functions of  X,  
           vanishes at the origin. Thus the model is free of the conical singularity.  
     e.g.)  

3�Conditions to avoid the conical singularity 

In order to avoid the appearance of the conical singularity,                is 
required for the limit              . 
 
Let us consider the following case: 

(φ(r) = φ0) αH = F2(φ0)/F1(φ0)− 1 ̸= 0

f1(X) and f2(X)
αH
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4�Conclusions 

1.  In GLPV theories where the deviation from Horndeski theories is 
weighed by the parameter       , we have shown that the conical 
singularity arises at the origin of a spherically symmetric body for 
nonzero constant        around the origin. 
 

2.  The conical singularity is absent for the models described by  
                                                                           with                       .  
 

3.  Under the weak gravity approximation, we found that the Vainshtein 
mechanism sufficiently suppresses the propagation of the fifth force 
inside/outside the compact object in the above model.  
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“Causality, Hyperbolicity & Shock formation in Lovelock Theories”

by Norihiro Tanahashi
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Causality 
Hyperbolicity 
Shock formation 
Lovelock Theories 

Norihiro Tanahashi [DAMTP] 

arXiv:  1406.3379 
1409.3874  

& 
in 

with H. S. Reall & B. Way 

Causality, Hyperbolicity & Shock formation  
in Lovelock Theories 

• Lovelock Theories  
     = GR + (higher-curvature corrections) 
 

¾EoM up to 2nd derivatives Æ Avoids ghost instability 
¾From string theory? 

 

• GR:            Gravity propagate at c 
• Lovelock:  Faster/slower propagation than c 

 

           Causality in Lovelock theories? 
           Does EoM remain hyperbolic? 
           Shock formation due to variable sound speed? 
 

Æ 
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Lovelock theories 

• Lovelock theories in d dimensions ( p ≤ (d−1)/2 ) 

• EoM = Einstein eq. + correction 

where 

3 

The 2nd mini-workshop on gravity and 

• A signal propagates on characteristic surface 

EoM of ψ : 

:               uniquely determined  

         Æ   usual time evolution 

:              non-unique 

        Æ   t = const. surface is characteristic 

•  

•  

4 
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• Characteristics in Lovelock theories 

5 

[Aragone ‘87] 
[Choquet-Bruhat’88] 

Characteristic   �   det P = 0 

GW Propagation on plane wave solutions 

Rlilj v aij 
Other components = 0 

� 

6 
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GW Propagation on plane wave solutions 

Characteristic surfaces are null w.r.t. “effective metrics”: 

The 2nd mini-workshop on gravity and 

9  
 
9    : null w.r.t. GI    

     �  Characteristic cones tangent to  
 

9 Nested characteristic cones 

9 Causality w.r.t. the largest cone   
7 

BH 

GW Propagation around BH 

metric: 

Effective metric: 

 

• Light cone and Gravity cone 

– coincide in r direction 
– deviate in Ω direction 

• c(r) > 1 � superluminal GW 

• c(r) < 0 near small BH 
   � Hyperbolicity violation? 
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• Small BH � c(r) < 0 near horizon 

                   � Violation of hyperbolicity 

9 ω2  a − l2  �  growing mode a exp( l t )  
9 Consider initial value problem. Perturb initial data with this mode as 

with 

•  

•  

� 

? Solution is not continuous w.r.t. initial data 

     Solutions do not exist generically 

     (Initial value problem not well-posed) 
9 

Shock formation in Lovelock theories 

• Sound speed ≠ const. 
• Waveform distortion Æ Shock formation? 

Dec 9, 2015 JGRG25 @ YITP 10 

ex.) Burgers’ equation 

x 

u(t,x) 
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• Propagation of discontinuity in ∂2gab 

• Transport eq. of discontinuity amplitude Π(t) 

� 

� 

9 Propagation on plane wave solution 

– Along       :                               N = 0   Æ    No shock 

– Along other directions:        N ≠ 0   Æ    Shock formation 

12 

• Nonlinear term N term makes Π o f � Shock formation 

9GR:    N = 0   Æ    No shock 

9 Lovelock, Minkowski BG:  N = 0   Æ    No shock 

9 Lovelock, generic BG:  N ≠ 0   Æ    Shock formation 
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Summary 

?:  Hyperbolicity violation & Shock formation in scalar-tensor theories? 
      (see Seiju Ohashi’s poster) 

• Characteristics in Lovelock theories 
9 Characteristics obeys effective metrics 

9 Causality w.r.t. the largest cone 

9 Hyperbolicity violation near small BH horizons 

• Shock formation in Lovelock theories 
9 � nonlinear term � shock formation 

9 Shock = Naked singularity. 
 Violation of cosmic censorship? 

9 Minkowski BG o no nonlinear term, no shock formation. 
 Is Minkowski stable in Lovelock theories? 

13 
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“Relativistic Stars in the Bigravity Theory”

by Katsuki Aoki

[JGRG25(2015)4b3]
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Relativistic Stars
in the Bigravity Theory

Katsuki Aoki,
Waseda University

KA, K. Maeda, and M. Tanabe, in preparation.

JGRG25@Kyoto University

Why bigravity?

JGRG25@Kyoto University

What is graviton?
- It should be spin-2 field.
- Massless field or Massive field? How many gravitons?

GR is consistent with many observations.
However, dark components hint us that 
GR should be modified at large scale.

68.3%
26.8%

4.9%
Ordinary Matter

Dark EnergyDark Energy

Dark MatterDark Matter

Why modified gravity? Why massive graviton?

Experimental constraint 
e.g., (from solar-system experiment)
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Non-linear bigravity theory (Hassan,Rosen, ’11)

JGRG25@Kyoto University

contains a massive graviton as well as a massless graviton.

Gives accelerating expansion

Physical matter Dark matter (KA and K. Maeda, ’14)

𝑚 ~ 10−33eV ⇒ DE  or  𝑚 ≳ 10−27eV ⇒ DM

Massless limit = GR?

GR should be recovered in massless limit.
Linear theory (FP theory) → vDVZ discontinuity

Non-linear theory → Vainshtein mechanism

JGRG25@Kyoto University

Bigravity → adding mass term of graviton

Bigravity is restored to GR in weak gravitational field.
(e.g., Babichev and Crisostomi ’13)

How about “relativistic” effect? Restoration of “GR” ?
Cosmological background?

Strong gravity effect?
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Linear theory is unstable on FLRW

JGRG25@Kyoto University

Effective action of scalar graviton on curved background

When

Fifth force can be screened even at quadratic order.
However, third term produces an instability

e.g., → Higuchi ghost

Ghost condensation + Vainshtein

JGRG25@Kyoto University

Linear instability does not conclude instability of system.
Ghost (gradient)
instability

Non-zero expectation value         can stabilize in bigravity.

Although the scalar mode has an inhomogeneity, 
the spacetime is homogenous due to the screening mechanism.

We should take into account
non-linear kinetic terms

Non-zero      can stabilize 
in the ghost condensation 
(Arkani-Hamed, et al., 2004)

KA, K. Maeda, and R. Namba, PRD 92, 044054 (2015).
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Massless limit = GR?

GR should be recovered in massless limit.
Linear theory (FP theory) → vDVZ discontinuity

Non-linear theory → Vainshtein mechanism

JGRG25@Kyoto University

Bigravity → adding mass term of graviton

Bigravity is restored to GR in weak gravitational field.
(e.g., Babichev and Crisostomi ’13)

How about “relativistic” effect? Restoration of “GR” ?
Cosmological background → Vainshtein + condensation
Strong gravity effect?

KA, K. Maeda, and R. Namba, PRD 92, 044054 (2015)

Static spherically symmetric spacetime

JGRG25@Kyoto University

Bi-diagonal ansatz

When → Minkowski spacetime
Define → Stueckelberg field

We study a relativistic star in 𝑔-spacetime
(assuming only 𝑔-matter for simplicity).
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Basic equations

JGRG25@Kyoto University

Einstein equations

Conservation laws

| Absent in GR → Additional constraint

The variable 𝜇 is determined by the additional constraint.

are determined by Einstein equations.

In massless limit 

JGRG25@Kyoto University

Einstein equations

Conservation laws

| Absent in GR → Additional constraint

The variable 𝜇 is determined by the additional constraint.

are given by GR solutions.
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Relativistic star in 𝒈-spacetime

JGRG25@Kyoto University

We find two cases:

(𝑅⋆ is radius of star)

Class [I] Class [II]

For class [I], there is a critical value of the pressure,
beyond which the star solution disappears. → Result is not GR

Singularity

Classification of coupling constants

JGRG25@Kyoto University

We can classify coupling constants into two classes:
Class [I] →

Class [II] →
There is a critical value

No critical value

+ other constraints

+ other constraints
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Cosmology vs Astrophysics

JGRG25@Kyoto University

We can classify coupling constants into two classes:

Class [I] →

Class [II] →
There is a critical value

No critical value

+ other constraints

+ other constraints

Stability constraint of the early Universe →

Class [I] is favored from cosmological aspect.
→ Maximum mass of neutron star is constrained for Class [I] ?

Maximum mass of the neutron star

JGRG25@Kyoto University

We assume a polytropic star

GR (and Class [II]) → ∼ 2𝑀⊙

Class [I] → typically ∼ 1𝑀⊙
and at most 1.7𝑀⊙

The result is also confirmed 
numerically without massless limit.

Class [I] cannot give 2𝑀⊙
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Summary

JGRG25@Kyoto University

For Class [I], the maximum mass is constrained.
The simple EoS cannot give 2𝑀⊙ even if it can do in GR

Why not GR? We assume static configuration.
→ It is not necessary that Stueckelberg field is static.

(c.f., Cosmology → homogeneous scalar graviton is unstable
inhomogeneous scalar graviton is stable)

Class [II] → No problem from neutron star
However, the instability is problematic in the early Universe

We hope there is a massive neutron star (and black hole) 
with dynamical Stueckelberg field in Class [I].
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“Universal instability of hairy black holes in Lovelock-Galileon theories in 

D dimensions”

by Kazufumi Takahashi

[JGRG25(2015)4b4]
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Universal instability of hairy black holes
in Lovelock-Galileon theories in 𝐷 dimensions

arXiv: 1511.06083

Based on work with

Teruaki Suyama (RESCEU) & Tsutomu Kobayashi (Rikkyo Univ.)

Kazufumi Takahashi 
The University of Tokyo, RESCEU

¾ BH with scalar hair
�Many scalar-tensor theories have been considered. (inflation, late-time acceleration, ⋯)

Horndeski theory ⋯ the most general theory with second-order EOMs

�When we consider a scalar-tensor theory, it is important to check if the black hole solutions  
can have scalar hair or not.

�Consider a theory

𝑆 =  𝑑𝑥4 −𝑔 𝑎0 + 𝑎1𝑅 −
𝑏0
2
𝑔𝛼𝛽𝜙;𝛼𝜙;𝛽 + 𝑏1𝐺𝛼𝛽𝜙;𝛼𝜙;𝛽 ,

which is a subclass of the Horndeski class.
This theory has static and spherically symmetric BH solutions with linearly time-
dependent scalar hair. (Babichev and Charmousis, 2014)

𝜙 𝑡, 𝑟 = 𝑞𝑡 + 𝜓 𝑟 (𝑞 = const. ≠ 0)

2015/12/9 JGRG25, KYOTO 2/15
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¾ Some properties of the theory
�Consider a theory

𝑆 =  𝑑𝑥4 −𝑔 𝑎0 + 𝑎1𝑅 −
𝑏0
2
𝑔𝛼𝛽𝜙;𝛼𝜙;𝛽 + 𝑏1𝐺𝛼𝛽𝜙;𝛼𝜙;𝛽 .

�This theory has the following mathematical properties:
zThe first 2 terms are the only quantities which involve only 𝑔𝜇𝜈

giving second-order EOMs in 4 dimensions.
zThe tensors coupled to the derivative of the scalar field 𝜙;𝛼𝜙;𝛽

are derived from the variation of the former 2 terms.

�This correspondence can be extended to higher dimensions:
zConsider the most general theory which involves only 𝑔𝜇𝜈 giving second-order field 

equations in 𝐷 dimensions.
zVary the action to construct rank-2 tensors and couple them to 𝜙;𝛼𝜙:𝛽.
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const.

𝑅

𝑔𝛼𝛽

𝐺𝛼𝛽

3/15

¾ Lovelock-Galileon theories
�In 𝐷-dimensional spacetime, the Lovelock invariants

�Variation w.r.t. 𝑔𝜇𝜈 gives the Lovelock tensors:

𝐻 𝜈
𝑛 𝜇 ≡ −

1
2𝑛+1 𝛿𝜈𝛽1𝛽2⋯𝛽2𝑛−1𝛽2𝑛

𝜇𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝑅𝛼1𝛼2
𝛽1𝛽2 ⋯𝑅𝛼2𝑛−1𝛼2𝑛

𝛽2𝑛−1𝛽2𝑛.

�We can consider the following theory (= Lovelock-Galileon theory):

𝑆LG =  𝑑𝐷𝑥 −𝑔 
𝑛=0

𝑀

𝑎𝑛ℛ 𝑛 + 𝑏𝑛𝐻 𝑛 𝛼𝛽𝜙;𝛼𝜙;𝛽 ,

with

𝑀 ≡
𝐷 − 1
2
,

since 𝑛 > 𝑀 terms do not contribute to the EOMs.
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ℛ 0 : const
ℛ 1 : Ricci scalar
ℛ 2 : Gauss-Bonnet scalar

ℛ 𝑛 ≡
1
2𝑛
𝛿𝛽1𝛽2⋯𝛽2𝑛−1𝛽2𝑛
𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝑅𝛼1𝛼2

𝛽1𝛽2 ⋯𝑅𝛼2𝑛−1𝛼2𝑛
𝛽2𝑛−1𝛽2𝑛

are the only quantities giving second-order field equations.
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¾ EOMs in Lovelock-Galileon theory
�The EOMs are of second order:

 
𝑛=0

𝑀

𝑎𝑛𝐻𝜇𝜈
𝑛 + 𝑏𝑛𝐸𝜇𝜈

𝑛 = 0,  
𝑛=0

𝑀

𝑏𝑛𝐽 ;𝛼
𝑛 𝛼 = 0,

where

�This second-order nature follows from the Bianchi identity.
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𝐸𝜇𝜈
𝑛 ≡ −

1
2
𝑔𝜇𝜈𝐻 𝑛 𝛼𝛽𝜙;𝛼𝜙;𝛽 + 𝐻 (𝜇

𝑛 𝛼 𝜙;𝜈)𝜙;𝛼

−
𝑛
2𝑛+1
𝑔𝜆(𝜇𝛿𝜈)𝛽2⋯𝛽2𝑛−1𝛽2𝑛𝛽

𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝛼𝑅𝛼1𝛼2
𝜆𝛽2 𝑅𝛼3𝛼4

𝛽3𝛽4 ⋯𝑅𝛼2𝑛−1𝛼2𝑛
𝛽2𝑛−1𝛽2𝑛𝜙;𝛼𝜙;𝛽

−
𝑛
2𝑛+1
𝑔𝛼1(𝜇𝛿𝜈)𝛽2⋯𝛽2𝑛−1𝛽2𝑛𝛽

𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝛼𝑅𝛼3𝛼4
𝛽3𝛽4 ⋯𝑅𝛼2𝑛−1𝛼2𝑛

𝛽2𝑛−1𝛽2𝑛𝑅𝛼2𝜆
𝛽2𝛽𝜙;𝛼𝜙;𝜆

−
𝑛
2𝑛 𝑔𝛼1(𝜇𝛿𝜈)𝛽2⋯𝛽2𝑛−1𝛽2𝑛𝛽

𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝛼𝑅𝛼3𝛼4
𝛽3𝛽4 ⋯𝑅𝛼2𝑛−1𝛼2𝑛

𝛽2𝑛−1𝛽2𝑛𝜙;𝛼
;𝛽2𝜙;𝛼2
;𝛽 ,

𝐽 𝑛 𝛼 ≡ −𝐻 𝑛 𝛼𝛽𝜙;𝛽.

𝐻 𝜈
𝑛 𝜇 ≡ −

1
2𝑛+1
𝛿𝜈𝛽1𝛽2⋯𝛽2𝑛−1𝛽2𝑛
𝜇𝛼1𝛼2⋯𝛼2𝑛−1𝛼2𝑛𝑅𝛼1𝛼2

𝛽1𝛽2 ⋯𝑅𝛼2𝑛−1𝛼2𝑛
𝛽2𝑛−1𝛽2𝑛
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¾ Stability of BH?
�BH solutions in 𝐷 = 5 case have been found recently. (Charmousis and Tsoukalas, 2015)

�Once we obtain a solution, its stability should be checked.

�BH solutions in 4 dimensions are unstable. (Ogawa, Kobayashi, and Suyama, 2015)

�The following questions may arise:

zAre the BH solutions in 5 dimensions unstable?
zCan the BH solutions be generalized into higher dimensions?
zIf so, does the instability arise in the generalized solutions?
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¾ Stability of BH?
�BH solutions in 𝐷 = 5 case have been found recently. (Charmousis and Tsoukalas, 2015)

�Once we obtain a solution, its stability should be checked.

�BH solutions in 4 dimensions are unstable. (Ogawa, Kobayashi, and Suyama, 2015)

�The following questions may arise:

zAre the BH solutions in 5 dimensions unstable?
zCan the BH solutions be generalized into higher dimensions?
zIf so, does the instability arise in the generalized solutions?

�We argue the solutions for 𝐷 = 5 are unstable. Furthermore, we 
generalize the solutions into higher dimensions and show the 
instability cannot be avoided in any dimension.

2015/12/9 JGRG25, KYOTO 7/15

¾ Review of the BH solutions in 5 dimensions
�Action

𝑆 ≡  𝑑5𝑥 −𝑔 𝑎0 + 𝑎1𝑅 + 𝑎2ℛ 2 −
𝑏0
2
𝜙;𝛼𝜙;𝛼 + 𝑏1𝐺𝛼𝛽𝜙;𝛼𝜙;𝛽 + 𝑏2𝐻 2 𝛼𝛽𝜙;𝛼𝜙;𝛽 ,

�The metric was assumed to be static and spherically symmetric, and the scalar field is linearly 
time-dependent:

𝑑𝑠2 = −ℎ 𝑟 𝑑𝑡2 +
𝑑𝑟2

𝑓 𝑟 + 𝑟
2  𝛾𝑖𝑗 𝑑𝑥𝑖𝑑𝑥𝑗,

𝜙 𝑡, 𝑟 = 𝑞𝑡 + 𝜓 𝑟 ,
where  𝛾𝑖𝑗 is the metric of a 3-dimensional maximally symmetric space with special curvature 𝜅.

�Since only 𝛻𝜇𝜙 appears in the action, the linear dependence on time does not violate the 
staticity of the metric.
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ℛ 2 = 𝑅2 − 4𝑅𝛼𝛽𝑅𝛼𝛽 + 𝑅𝛼𝛽𝛾𝛿𝑅𝛼𝛽𝛾𝛿 ,

𝐻𝜇𝜈
2 = −

1
2
𝑔𝜇𝜈ℛ 2 + 2𝑅𝑅𝜇𝜈 − 4𝑅𝜇𝛼𝑅𝜈𝛼 + 4𝑅𝜇𝛼𝜈𝛽𝑅𝛼𝛽 + 2𝑅𝜇𝛼𝛽𝛾𝑅𝜈

𝛼𝛽𝛾.

8/15
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¾ Review of the BH solutions in 5 dimensions
�the 𝑡𝑟-component of the metric equation

�The 𝑟𝑟-component

�The 𝑡𝑡-component

Second-order ODE w.r.t. ℎ
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𝐹 ≡
𝜅 − 𝑓
𝑟2

−
1
6

𝑎0 +
𝑏0𝑞2

2ℎ
+ 𝑎1 −

𝑏1𝑞2

2ℎ
𝑓ℎ′

2𝑟ℎ
− 𝑎1 +

𝑏1𝑞2

2ℎ
𝐹

+ 𝑎2 −
𝑏2𝑞2

2ℎ
2𝑓ℎ′

𝑟ℎ
𝐹 + 𝑓2𝜓′2 𝑏1

2
ℎ′

𝑟ℎ
+

2
𝑟2

+ 2𝑏2
ℎ′

𝑟ℎ
𝐹 −

𝑓ℎ′

𝑟3ℎ
= 0

−
1
6

𝑎0 −
𝑏0𝑞2

2ℎ
+ 𝑎1 −

𝑏1𝑞2

2ℎ
𝑓′

2𝑟
− 𝐹 + 𝑎2 −

𝑏2𝑞2

2ℎ
2𝑓′

𝑟
𝐹

+ 𝑏1 + 4𝑏2𝐹
𝑓2

2𝑟
𝜓′2 ′ + 𝑓2𝜓′2 𝑏1 + 4𝑏2𝐹

3
4
𝑓′

𝑟𝑓
+
1
4
ℎ′

𝑟ℎ
+
𝑏1
𝑟3

−
2𝑏2
𝑟3

𝑓′ = 0

𝑓 = 𝑓 ℎ, ℎ′

𝜓′ = 𝜓′ ℎ, ℎ′

−
𝑏0
6
+ 𝑏1

𝑓ℎ′

2𝑟ℎ
− 𝐹 + 2𝑏2

𝑓ℎ′

𝑟ℎ
𝐹 = 0

quadratic equation

9/15

¾ Instability of the solution (→ our work)
�We consider the tensor perturbation of the form:

where 𝜒 represents the dynamical DOF and  ℎ𝑖𝑗 are symmetric tensor spherical harmonics:

 𝛻𝑘  𝛻𝑘  ℎ𝑖𝑗 = −𝛾 ℎ𝑖𝑗,  𝛻𝑖  ℎ𝑖𝑗 = 0,  ℎ𝑖𝑖 = 0.
Note that 𝛿𝜙 = 0.

�The second-order action

𝑆 2 =  𝑑5𝑥 −  𝑔
𝜆0
2

 𝜒2 −
𝜆1
2
𝜒′2 +

𝜆2
2

 𝜒𝜒′ −
𝜆3
2
𝜒2  ℎ𝑘𝑙  ℎ𝑘𝑙

�Introducing the canonical momentum 𝜋 conjugate to 𝜒, the Hamiltonian is given by

𝐻 =  𝑑5𝑥 −  𝑔
1
2𝜆0

𝜋
−  𝑔 ℎ𝑘𝑙  ℎ𝑘𝑙

−
𝜆2
2
𝜒′

2

+
𝜆1
2
𝜒′2 +

𝜆3
2
𝜒2  ℎ𝑘𝑙  ℎ𝑘𝑙 .

For this Hamiltonian to be bounded below, it is necessary that 𝜆0, 𝜆1, 𝜆3 > 0.
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positive eigenvalue

𝑎, 𝑏 = 𝑡, 𝑟
𝑖, 𝑗,⋯: angular coordinates

background dependent coefficient

𝛿𝑔𝑎𝑏 = 𝛿𝑔𝑎𝑖 = 0, 𝛿𝑔𝑖𝑗 = 𝑟2𝜒 𝑡, 𝑟  ℎ𝑖𝑗 𝑥𝑘 ,
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¾ Instability of the solution
�The coefficients 𝜆0 and 𝜆1 are written in terms of the background solution as

where

𝑋 ≡ −
1
2
𝜙;𝛼𝜙;𝛼 =

𝑞2

2ℎ
−
𝑓𝜓′2

2
.

�In the vicinity of the (Killing) horizon where ℎ ≃ 0, 𝜆0 and 𝜆1 can be approximated as

𝜆0 ≈ −
𝑞2𝑟2

ℎ2
𝑏1
2
− 𝑏2

𝑓ℎ′

𝑟ℎ
, 𝜆1 ≈

𝑞2𝑟2𝑓
ℎ

𝑏1
2
− 𝑏2

𝑓ℎ′

𝑟ℎ
.
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𝜆0𝜆1 ≈ −
𝑞4𝑟4𝑓
ℎ3

𝑏1
2
− 𝑏2

𝑓ℎ′

𝑟ℎ

2

< 0 ⋯ Either 𝜆0 or 𝜆1 is negative

Ghost/gradient instability! (for 𝑞 ≠ 0)

𝜆0 =
𝑎1
2ℎ − 𝑎2

𝑓′

𝑟ℎ +
𝑟2

ℎ −
𝑞2

ℎ
𝑏1
2 − 𝑏2

𝑓ℎ′

𝑟ℎ + 𝑋
𝑏1
2 + 𝑏2

𝑓′

𝑟 + 2𝑏2
𝑓
𝑟 𝑋

′ ,

𝜆1 =
𝑎1
2
𝑓 − 𝑎2

𝑓2ℎ′

𝑟ℎ
+ 𝑟2𝑓

𝑞2

ℎ
𝑏1
2
− 𝑏2

𝑓ℎ′

𝑟ℎ
− 𝑋

𝑏1
2
− 3𝑏2

𝑓ℎ′

𝑟ℎ
,
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¾ Extension to higher dimensions
�We consider the full Lovelock-Galileon action in 𝐷 dimensions:

𝑆LG =  𝑑𝐷𝑥 −𝑔 
𝑛=0

𝑀

𝑎𝑛ℛ 𝑛 + 𝑏𝑛𝐻 𝑛 𝛼𝛽𝜙;𝛼𝜙;𝛽 ,

with the metric and the scalar field of the form

𝑑𝑠2 = −ℎ 𝑟 𝑑𝑡2 +
𝑑𝑟2

𝑓 𝑟 + 𝑟
2  𝛾𝑖𝑗 𝑑𝑥𝑖𝑑𝑥𝑗,

𝜙 𝑡, 𝑟 = 𝑞𝑡 + 𝜓 𝑟 .

�The solution is obtained in the same way as in 5-dimensional case:
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𝑓 = 𝑓 ℎ, ℎ′

𝑡𝑟-component 𝑟𝑟-component

𝑡𝑡-component

𝜓′ = 𝜓′ ℎ, ℎ′
Solve an algebraic eq.
of 𝑀-th order

2nd-order ODE w.r.t. ℎ

12/15
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¾ EOMs in terms of ℎ, 𝑓, and 𝜓
�If we find a solution which satisfies the 𝑡𝑡, 𝑟𝑟, and 𝑡𝑟-components of the Einstein eq., then it 

solves all the other components of the Einstein eq. and the scalar EOM.

2015/12/9 JGRG25, KYOTO

𝑡𝑟:  
𝑛=0

𝑀
𝑏𝑛𝐹𝑛−1

𝐷 − 2𝑛 − 1 !
𝑛
𝑓ℎ′

𝑟ℎ
− 𝐷 − 2𝑛 − 1 𝐹 = 0 ,

𝑟𝑟:  
𝑛=0

𝑀
𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
 𝑛 𝑎𝑛 −

𝑏𝑛𝑞2

2ℎ
𝑓ℎ′

𝑟ℎ
𝐹 − 𝐷 − 2𝑛 − 1 𝑎𝑛 +

𝑏𝑛𝑞2

2ℎ
𝐹2

+𝑛𝑏𝑛𝑓2𝜓′2  
ℎ′

𝑟ℎ
𝐹 + 𝐷 − 2𝑛 − 1

𝐹
𝑟2

− 𝑛 − 1
𝑓ℎ′

𝑟3ℎ
= 0,

𝑡𝑡:  
𝑛=0

𝑀
𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
 𝑎𝑛 −

𝑏𝑛𝑞2

2ℎ
𝑓ℎ′

𝑟ℎ
𝐹 − 𝐷 − 2𝑛 − 1 𝐹2 + 𝑛𝑏𝑛

𝑓2

𝑟
𝐹 𝜓′2 ′

+𝑛𝑏𝑛𝑓2𝜓′2  
3
2
𝑓′

𝑟𝑓
𝐹 +

1
2
ℎ′

𝑟ℎ
𝐹 + 𝐷 − 2𝑛 − 1

𝐹
𝑟2

− 𝑛 − 1
𝑓′

𝑟3
= 0,

𝑀-th order algebraic equation

𝐹 ≡
𝜅 − 𝑓
𝑟2𝑓 = 𝑓 ℎ, ℎ′

𝜓′ = 𝜓′ ℎ, ℎ′

Second-order ODE w.r.t. ℎ
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¾ Universal instability
�Consider the same type of perturbation as we did in 5 dimensions and construct

𝑆LG
2 =  𝑑𝐷𝑥 −  𝑔

𝜆0
2

 𝜒2 −
𝜆1
2
𝜒′2 +

𝜆2
2

 𝜒𝜒′ −
𝜆3
2
𝜒2  ℎ𝑘𝑙  ℎ𝑘𝑙

𝜆0 and 𝜆1 determine the presence of ghost/gradient instability

�Near the horizon, we obtain

𝜆0 ≈
𝑞2𝑟2

2ℎ2
 
𝑛=1

𝑀
𝐷 − 4 ! 𝑛𝑏𝑛𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
𝑛 − 1

𝑓ℎ′

𝑟ℎ
− 𝐷 − 2𝑛 − 1 𝐹 ,

𝜆1 ≈ −
𝑞2𝑟2𝑓
2ℎ  

𝑛=1

𝑀
𝐷 − 4 ! 𝑛𝑏𝑛𝐹𝑛−2

𝐷 − 2𝑛 − 1 ! 𝑛 − 1
𝑓ℎ′

𝑟ℎ − 𝐷 − 2𝑛 − 1 𝐹 ,

𝜆0𝜆1 ≈ −
𝑞4𝑟4𝑓
4ℎ3

 
𝑛=1

𝑀
𝐷 − 4 ! 𝑛𝑏𝑛𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
𝑛 − 1

𝑓ℎ′

𝑟ℎ
− 𝐷 − 2𝑛 − 1 𝐹

2

< 0.
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We cannot avoid instability!

𝐹 ≡
𝜅 − 𝑓
𝑟2
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¾ Summary
�We analyzed static and spherically symmetric solutions in a class of 

Lovelock-Galileon theories, which is a scalar-tensor theory with 
second-order EOMs in arbitrary dimensions.

�Our ansatz is that the metric is static and spherically symmetric, and 
the scalar field is linearly time-dependent.

�We showed the known 5-dimensional BH solutions are unstable under 
tensor perturbations.

�We generalized the solutions to higher dimensions, but the instability 
cannot be avoided.
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¾ Simple case (1) : ℓ-th-order Lovelock-galileon
�Action

 𝑑𝐷𝑥 −𝑔 𝑎ℓℛ ℓ + 𝑏ℓ𝐻 ℓ 𝛼𝛽𝜙;𝛼𝜙;𝛽

�Solution

�In the case of 𝜅 = 1, one can rescale 𝑡 to have 𝐶0 = 1 and 𝑓 = ℎ, leading to

2015/12/9 JGRG25, KYOTO

ℎ = 𝐶0 −
𝐶1

𝑟 𝐷−2ℓ−1 /ℓ
,

𝑓 =
𝜅
𝐶0
ℎ,

𝜓′2 =
𝑞2

𝜅ℎ2
𝐶1

𝑟 𝐷−2ℓ−1 /ℓ
.

ℎ = 𝑓 = 1 −
𝐶1

𝑟 𝐷−2ℓ−1 /ℓ
,

𝜓′ = ±
𝑞
ℎ

𝐶1
𝑟 𝐷−2ℓ−1 /2ℓ

.

Generalizes the 
Schwarzscild BH in GR

¾ Simple case (2): Schwarzschild-like metric
�Assuming  ℎ = 𝑓, the functional form of 𝑓 is obtained by solving an algebraic equation

 
𝑛=0

𝑀
𝑏𝑛

𝐷 − 2𝑛 − 1 !
𝜅 − 𝑓
𝑟2

𝑛

=
𝜇
𝑟𝐷−1
,

where 𝜇 is an integration constant.

�The radial part of the scalar field can be expressed by 𝑓 as follows:

𝜓′ = ±
𝑞
𝑓
1 −
𝑓
𝜅
.

�This type of solution is possible only when 𝑎𝑛’s and 𝑏𝑛’s satisfy specific conditions:
𝑎𝑗
𝑏𝑗
− 2𝑋0𝑗 = −

𝜈
𝜇
, for all non − vanishing pairs of (𝑎𝑗, 𝑏𝑗)

where 𝑋0 and 𝜈 are integration constants.

�When the scalar field is expressed in terms of the Eddington-Finkelstein and the radial 
coordinate, one can show that its radial part remains finite even at the horizon.

2015/12/9 JGRG25, KYOTO

Any freely-infalling observer records the finite value of the scalar field on the horizon!
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¾ Full expressions for 𝜆0 and 𝜆1

where 𝑋 is the canonical kinetic term of the scalar field:

2015/12/9 JGRG25, KYOTO

𝜆0 =  
𝑛=0

𝑀
𝐷 − 4 ! 𝑛𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
𝑟2

4ℎ  −
2𝑎𝑛
𝑟2 𝑛 − 1

𝑓′

𝑟 − 𝐷 − 2𝑛 − 1 𝐹 + 4 𝑛 − 1 𝑏𝑛
𝑓
𝑟 𝑋′

+2𝑏𝑛𝑋 𝐷 − 2𝑛 − 1 2 𝑛 − 1
𝑓
𝑟2

+ 𝐹 + 𝑛 − 1
𝑓′

𝑟𝐹
𝐹 − 2 𝑛 − 2

𝑓
𝑟2

−
2𝑏𝑛𝑞2

ℎ  𝐷 − 2𝑛 − 1 𝑛 − 1
𝑓
𝑟2 + 𝐹 − 𝑛 − 1

𝑓
𝑟𝐹

ℎ′

ℎ 𝐹 + 𝑛 − 2
𝑓′

𝑟2

𝜆1 =  
𝑛=0

𝑀
𝐷 − 4 ! 𝑛𝐹𝑛−2

𝐷 − 2𝑛 − 1 !
𝑟2𝑓
4  −

2𝑎𝑛
𝑟2 𝑛 − 1

𝑓ℎ′

𝑟ℎ − 𝐷 − 2𝑛 − 1 𝐹

+2𝑏𝑛𝑋 𝐷 − 2𝑛 − 1 2 𝑛 − 1
𝑓
𝑟2

− 𝐹 + 𝑛 − 1
𝑓ℎ′

𝑟ℎ𝐹
3𝐹 − 2 𝑛 − 2

𝑓
𝑟2

−
2𝑏𝑛𝑞2

ℎ  𝐷 − 2𝑛 − 1 𝑛 − 1
𝑓
𝑟2 − 𝐹 + 𝑛 − 1

𝑓ℎ′

𝑟ℎ𝐹 𝐹 − 𝑛 − 2
𝑓
𝑟2

𝑋 ≡ −
1
2
𝛻𝜇𝜙𝛻𝜇𝜙 =

𝑞2

2ℎ
−
𝑓𝜓′2

2
.

19/16
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“Suppressing the primordial tensor amplitude without changing the scalar 

sector in quadratic curvature gravity”

by Kohji Yajima

[JGRG25(2015)4b5]
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Suppressing the primordial tensor amplitude 
 without changing the scalar sector 
in quadratic curvature gravity

Kohji Yajima (Rikkyo University) 

Tsutomu Kobayashi (Rikkyo University)

Based on Phys. Rev. D 92, 103503 
[arXiv : 1508.07412]

JGRG 25 ＠YITP 
  9  Dec. 2015

16 Planck Collaboration: Constraints on inflation

Fig. 11. Marginalized joint 68 % and 95 % CL regions for (✏1 , ✏2 , ✏3) (top panels) and (✏V , ⌘V , ⇠2V ) (bottom panels) for Planck
TT+lowP (red contours), Planck TT,TE,EE+lowP (blue contours), and compared with the Planck 2013 results (grey contours).

Fig. 12. Marginalized joint 68 % and 95 % CL regions for ns and r0.002 from Planck in combination with other data sets, compared
to the theoretical predictions of selected inflationary models.

Constraints on Inflation 
model

arXiv:1502.02114
Planck 2015 results. XX
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Question

Can we modify only tensor modes  
  without changing the scalar sector?

Outline
• Introduction 

• Construction of quadratic curvature gravity 

• How the tensor amplitude is modified ? 

• Results with Planck 2015
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Construction of theories
S = SEH + S� + Shigher

S� =

Z
d4x

p
�gP (�, @µ

�@µ�),

SEH =
1

2

Z
d4x

p
�gR,

Shigher =
1



Z
d4x

p
�g

✓
1

M

2
Rµ⌫⇢�Rµ⌫⇢� + · · ·

◆
.

 = 8⇡G

Action:

ghosts

Construction of theories
Theories we want have the properties as follows:

・No ghost degrees of freedom

・Changing the dynamics of tensor perturbations 
  while the scalar perturbations is left unchanged 
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Construction of theories
Construction with

the unit normal to constant � hypersurfaces

uµ := � @µ�p
�@⌫�@⌫�

,

the induced metric
�µ⌫ = gµ⌫ + uµu⌫ ,

for example: Rµ⌫⇢�Rµ0⌫0⇢0�0�µµ0
�⌫⌫0

�⇢⇢0
u�u�0

Construction of theories
ADM decomposition

taking constant � hypersurfaces

ds2 = �N

2dt2 + �ij

�
dxi +N

idt
� �

dxj +N

jdt
�
.

quadratic curvature terms
p
�N ⇥

�
K4, KijK

ijK2, · · · , R2, RijR
ij ,

K2R, KKijRij , · · · , DiKjkD
iKjk, · · ·

 

as constant time hypersurfaces,
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Cosmological perturbations
N = 1 + �N, Ni = @i�+ �i, �ij = a2e2⇣

�
eh
�
ij
,

About scalar perturbations

K j
i = H� j

i +
1

3
�K� j

i + � eK j
i ,

�K = � 3H�N + 3⇣̇ � 1

a2
@2�,

� eK j
i = � 1

a2

✓
@i@

j � 1

3
� j
i @

2

◆
�,

where

�R j
i = � 1

a2

⇣
@i@

j + � j
i @

2
⌘
⇣.

and

Combinations for which the scalar variables are 
canceled out 

2@i� eKjk@
i� eKjk � 3@i� eKik@j� eKjk,

�Rij�R
ij � 3

8
�R2,

and

Including vector and tensor perturbations

2@i� eKjk@
i� eKjk � 3@i� eKik@j� eKjk

=
1

2a2

⇣
@iḣjk

⌘2
+

1

4a6
�
@2�i

�2
,

�Rij�R
ij � 3

8
�R2 =

1

4a4
�
@2hij

�2
.
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L0
1 =

p
�N

M2

⇣
2Di

eKjkD
i eKjk � 3Di

eKikDj eKjk

⌘
,

L2 =

p
�N

M2

✓
RijR

ij � 3

8
R2

◆
,

Construction of Lagrangian

As alternated for L0
1

L1 =

p
�N

M2

�
2Di

eKjkD
i eKjk �Di

eKikDj eKjk � 2Di
eKjkD

j eKik
�

L1 =

p
�N

M2
WijkW

ijk,

this can be written as

Wijk = 2D[i
eKj]k +Dl

eKl
[i�j]k.

=

p
�g

M2
Cµ⌫⇢�Cµ0⌫0⇢0�0�µµ0

�⌫⌫0
�⇢⇢0

u�u�0

N.　Deruelle,　M.　Sasaki,　Y.　Sendouda　and　A.　Youssef,　JHEP　09,　009　(2012)

Tensor amplitudes 
in      and      modelL1 L2
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L1

S = SEH + S� + Shigher

Shigher =
1



Z
d4xL1

for tensor perturbations

S =
1

8

Z
dtd3x a3


ḣ

2
ij �

1

a

2
(@khij)

2 +
4

M

2
a

2
(@kḣij)

2

�

model

L1 =

p
�N

M2

�
2Di

eKjkD
i eKjk �Di

eKikDj eKjk � 2Di
eKjkD

j eKik
�

L1 model

f�
k (t) =

✓
1

4

◆1/2

a3/2
✓
1 +

4k2

M2a2

◆1/2

h�
k

f̈k + !2
k(t)fk = 0

!2
k :=� 1

4

⇣
H2 + 2Ḣ

⌘
+

k2/a2 � 2H2 � Ḣ

1 + 4k2/M2a2

� 4H2k2/M2a2

(1 + 4k2/M2a2)2

WKB solution for

fk ' 1p
2!k

exp


�i

Z t

!k(t
0
)dt0

�
k2/a2 � H2,M2
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PT =
2H2

⇡2
⌅1(H/M),

⌅1(x) :=
cosh(⇡⌫/2) coth(⇡⌫/2)|�(�1/4 + i⌫/4)|4

128⇡

2
x

3
,

where

L1 model PT (k) =
k2

⇡2
|hk|2

⌫ :=
p

x

�2 � 1

N.　Deruelle　et　al.　JHEP　09,　009　(2012)

PT (k) =
2H2

⇡2
⌅1(H/M)

����
k=aH

L1 model

Blue dashed line: analytic
Red points: numerical
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Tensor to scalar ratio r = 16✏⌅1

Tensor tilt nT := d lnPT /d ln k

nT = � 2✏

1� ✏


1 +

1

2

d ln⌅1

d ln(H/M)

�����
k=aH

< 0

Consistency relation

D :=
1 + (1/2)d ln⌅1/d lnx

⌅1

����
x=H/M

�8nT /r ' D|k=aH

L2

Shigher = � 1

2

Z
d4xL2

for tensor perturbations

S =
1

8

Z
dtd3x a3


ḣ

2
ij �

1

a

2
(@khij)

2 � 1

M

2
a

4
(@2

hij)
2

�

S = SEH + S� + Shigher

L2 =

p
�N

M2

✓
RijR

ij � 3

8
R2

◆
,

model
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L2 model
v�k := (4)�1/2ah�

k

d2vk
d⌘2

+ !2
k(⌘)vk = 0

!2
k := k2 +

k4

M2a2
� 1

a

d2a

d⌘2

WKB solution
vk ' 1p

2!k
exp


�i

Z ⌘

!k(⌘
0
)d⌘0

�

solution at large k in de Sitter background

v

k

=
e

�⇡/8x
Wi/4x,3/4(�ixk2⌘2)

(�2xk2⌘)1/2

PT =
2H2

⇡2
⌅2(H/M)

⌅2(x) :=
⇡

4

h
e

⇡/(4x)
x

3/2 |�(5/4 + i/(4x))|2
i�1

L2 model
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L2 model

L2 contains

L2 ⇠ 1

M2
⇣(@2⇣)2

non-Gaussianity generated by this term

fNL ⇠ H2

✏M2

fNL . 1

H

M
. ✏1/2 ⌧ 1

PT =
2H2

⇡2
⌅2(H/M)

⌅2(x) :=
⇡

4

h
e

⇡/(4x)
x

3/2 |�(5/4 + i/(4x))|2
i�1

L2 model
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Results with Planck 
2015

16 Planck Collaboration: Constraints on inflation

Fig. 11. Marginalized joint 68 % and 95 % CL regions for (✏1 , ✏2 , ✏3) (top panels) and (✏V , ⌘V , ⇠2V ) (bottom panels) for Planck
TT+lowP (red contours), Planck TT,TE,EE+lowP (blue contours), and compared with the Planck 2013 results (grey contours).

Fig. 12. Marginalized joint 68 % and 95 % CL regions for ns and r0.002 from Planck in combination with other data sets, compared
to the theoretical predictions of selected inflationary models.

Suppression with        modelL1
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Summary
• We construct two possible theories which 
change only the dynamics of tensor 
perturbations without changing scalar sector. 

• One of the theories,     , can decrease the 
tensor amplitude up to 65%. 

• We can put some inflation models which are 
out of the observational constraints into the 
2σ contour with this suppression effect.

L1
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“Quasi-Normal Modes of Lovelock Black Hole”

by Daisuke Yoshida

[JGRG25(2015)4b6]
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Quasi-Normal Modes
of Lovelock Black Hole

Daisuke Yoshida
and

Jiro Soda 

Kobe Univ.  
Elementary Particle Physics and Cosmology Group

1

JGRG : 4b6 : Wednesday Morning Parallel Session B (at Masukawa Hall)

In this research,…

2

We modified the method of QNF-calculation 
with WKB-method in Lovelock Theory.  
 
 

This method enabled us to calculate QNF of 
Lovelock BH in arbitrary dimensions, and we 
checked the QNFs of this BH in 7 and 8 
dimensions.
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Why did we choose Lovelock Black Hole?

D-brane theory needs higher dimensions.

Lovelock Theory (LT) is one of the most natural higher 
dimensional theories.

LT has the BH solutions, so their stability is the 
significant problems.

There is the problem of QNF-calculation in 
Lovelock theory with WKB-approximation.

3

LT has two important features. 
 
１）general coordinate covariance  
２）no higher derivative terms in EoM  

 
In D-dims, its Lagrangian is given by  
 

Lovelock Theory

4

(http://math.arizona.edu/~dsl/casie/lovelock.htm)

coupling constantLD ⌘ �2⇤+

[D�1
2 ]X

q=1

aq
q · 2q+1

L(q)

= �2⇤+ a1R+ a2fGBE(R) + a3g(R) + · · ·

aq :

D=4→Einstein：GR

D=5,6→Gauss-Bonnet-Einstein Theory

L(q) ⌘ �
�1�1···�q�q
⇢11···⇢qq R

⇢11

�1�1
· · ·R⇢qq

�q�q
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physical fields in the radial direction  
→ master equation 
 
 
 
 
 

Master equation of Physical Fields

x0 x ! 1
(r ! 1)

�1 x

(horizon r)

d2�(x)

dx2
=

⇥
!

2 � Ve↵(x)
⇤
�(x)

Ve↵(x)

5

physical fields 
 
             Tensor field→EoM of BH perturbation theory  
ex)                
             Scalar field→Klein-Gordon eq
( in Lovelock theory, T.Takahashi & J.Soda (2009), Phys.Rev.D.79.104025

gµ⌫
M
L

D

m dx

dr
=

1

f

QNM appear on the special boundary condition. 
 
 
 
 
 
 

These oscillations are discrete complex numbers. 
                                                               →Quasi-Normal Frequency(QNF) 
 
→So, these oscillations will damp. 
                       ex) BH is stable.         BH has QNMs.

Of course, QNM is characterized by physical conditions.

What is the Quasi-Normal Mode?

6

x0

Ve↵(x)No wave comes
from horizon.

No wave comes
from the outside of BH.

�1 x

(horizon r)

x ! 1
(r ! outside)

�
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They defined the Nth-order WKB method. 
 
 
 
 
 
 
 
 
 
 
 
So, we got the formula of approximation, 
 
 
 
 
 
　　　　　　　　　　　　　 
 

V0

How do we calculate the QNF?
T.Regge & J.A.Wheeler (1957), Phys.Rev.108.1063, 
B.F.Schutz & C.M.Will (1985),Astrophys.J.291.L33-36
S.Iyer & C.M.Will (1987), Phys.Rev.D.35.3621）

tone number

! =

vuuutV
0

+

s
V (2)

0

2

 
n
tone

+
1

2
+

N�1X

q=0

⌦q

!

x0 x ! 1
(r ! 1)

�1 x

(horizon r)

collection term of approximation

So we need the analytical 
expression of the potential!!!

7

Ve↵(x) ' V0

Taylor series

+
2NX

q=2

1

q!
V

(q)
0 (x� x0)

q

Difficulty of the static and spherical BH 
in Lovelock theory

There is the static and spherical BH solution in LT. 
 
 
 
 
 

Then, we got the EoM in Lovelock theory, 
 
 
 
 
 
 
 
 
 
 

ds

2 = �f(r)dt2 +
1

f(r)
dr

2 + r

2
�ijdx

i
dx

j

( (

	�������
	�� 　　　　　　-dim metricn ⌘ D � 2

8

 (r) ⌘ 1� f

r2

Ploblems：
1)In arbitrary dimensions, we can’t solve     for   .
 
2)Using the formulas of solution is very complicated.

f r

is the value related the ADM mass of BH.M

is coupling constant.Aq

P( ) ⌘
[D�1

2 ]X

q=2

Aq 
q +  � 2⇤

n(n+ 1)
=

M
rn+1

Aq ⌘ aq
q

2q�2Y

p=1

(n� p)
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To simplify this, we concentrate the case of 
 
                                                           
 
Under these condition, we got the transformation  
of parameter.

Solution!!：valuable transformation;   → 

f 

9

 

With parameter      ,      is expressed analytically.
→The analytical shape of potential is decided.

r

⇤ = 0andAq � 0 (q � 2) : asymptotic flatness

 = 0  
horizon

outside of BH

Ve↵( )

So, we can calculate the QNF.

→We got the analytical expression of potential in finite region.

⇢
r : r

horizon

$ 1
 :  

horizon

$ 0

r = n+1

s
M

P( )

We calculated QNFs of the tensor field in 7 and 8 dimensions by 3rd-order 
WKB method. 
 
   GBE theory  :         from 0.00 to 1.50 by 0.05-digits, 
 
   higher dimensional theory  :        from 0.0 to 1.0 by 0.1-digits.

Tone number was set to 0 (This condition is for the best approximation.). 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QNF of tensor field 
by tensor perturbation

D=7,M=50,L=2
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Results : QNF of Tensor Field in 7,8-dim 
by Tensor Perturbation

D=8,M=50,L=2

D=8,M=100,L=2
D=7,M=100,L=2

11
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We modified the method of QNF-calculation 
with WKB-method in Lovelock Theory.  
 
 

This method enabled us to calculate QNF of 
Lovelock BH in arbitrary dimensions, and we 
checked the QNFs of this BH in 7 and 8 
dimensions.

Summary
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DE dominant

Reheating

• Standard lore: out-of-equilibrium decay of inflaton 

• Thermalisation of SM particles (hot Big Bang)
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Reheating of the Universe
• Reheating temperature —> number of e-folds 

• Perturbative decay scenario 

• Instant reheating scenario 

• Evaporation of PBHs, Q-balls, nonmin coupling…

Reheating of the Universe as holographic thermalization

Shinsuke Kawai1 and Yu Nakayama2, 3

1
Department of Physics, Sungkyunkwan University, Suwon 16419, Republic of Korea

2
California Institute of Technology, 452-48, Pasadena, California 91125, USA

3
Kavli Institute for the Physics and Mathematics of the Universe (WPI),

Todai Institutes for Advanced Study, Kashiwa, Chiba 277-8583, Japan

(Dated: November 17, 2015)

Assuming gauge/gravity correspondence we study reheating of the Universe using its holographic
dual. Inflaton decay and thermalisation of the decay products correspond to collapse of a spherical
shell and formation of a blackhole in the dual anti-de Sitter (AdS) spacetime. The reheating temper-
ature is computed as the Hawking temperature of the developed blackhole probed by a dynamical
boundary, and is determined by the inflaton energy density and the AdS radius, with corrections
from the dynamics of the shell collapse. For given initial energy density of the inflaton field the holo-
graphic model gives significantly lower reheating temperature than the instant reheating scenario,
while it is shown to be safely within phenomenological bounds.

According to the standard lore of inflationary cos-
mology, reheating of the Universe is caused by out-of-
equilibrium decay of the inflaton field that oscillates
about its potential minimum. Although this is a crucial
process that determines subsequent thermal history of
the Universe, our understanding of it is still incomplete as
the decay process down to the Standard Model (SM) par-
ticles is highly involved. There are several phenomenolog-
ical models of reheating, providing di↵erent approaches
to evaluate the reheating temperature. Among these, the
most traditional one is based on perturbative Born de-
cay of the inflaton and the reheating temperature is com-
puted from the condition that the inflaton decay rate �
becomes comparable to the Hubble expansion rate H, as

T
prh

⇡
✓

90

⇡2g⇤

◆ 1
4

(M
P

�)
1
2 . (1)

Here, g⇤ is the relativistic degrees of freedom at the time
of reheating, M

P

⌘ (8⇡G
4

)�1/2 = 2.4 ⇥ 1018 GeV is
the reduced Planck mass and G

4

is the four-dimensional
Newton constant. This Born decay picture is known to
be too simplistic, at least in some cases, as nonpertur-
bative resonance e↵ects can change the decay rate dras-
tically. In the scenario of preheating [1], reheating is as-
sumed to take place in three steps: the nonperturbative
resonant decay of the inflaton, followed by perturbative
cascade decay of the decay products, and then eventual
thermalisation. There exist proposals of other reheating
mechanisms, including those based on evaporation of pri-
mordial blackholes [2], surface evaporation of Q-balls [3],
and nonminimal gravitational coupling of the inflaton [4].
We discuss, in this Letter, a novel description of reheat-
ing based on gauge/gravity correspondence [5, 6]. This
may be considered as the limit opposite to the perturba-
tive scenario and is supposed to take account of strongly
coupled dynamics in the thermalisation process.

Following the idea of holographic thermalisation [6, 7]
which asserts that blackhole formation in a (d + 1)-
dimensional anti-de Sitter (AdS) spacetime is a dual

description of out-of-equilibrium thermalisation in d-
dimensional conformal field theory (CFT), we postu-
late that the Universe sits at the boundary of a five-
dimensional asymptotically AdS spacetime. We shall
consider, schematically, the boundary action of the form

S
bdry

= S
CFT

+

Z
d4x�

0

(⌧)O(⌧), (2)

and regard S
CFT

as the action of the Universe including
(but not restricted to) the SM matter. Here we treat
the inflaton as an external field that is not included in
the matter of the Universe. The operator �

0

(⌧) repre-
sents the oscillating inflaton and O(⌧) is the matter in
the Universe that couples to the inflaton [? ]. Aside from
the interaction with the inflaton, the matter content of
the Universe is nearly massless at high energies and may
be modelled as a CFT. Prior to reheating the Universe
must have undergone a rapid adiabatic expansion, i.e. in-
flation. Therefore the CFT is at zero-temperature when
reheating commences. Our use of holography is moti-
vated by the success of holographic quantum chromo-
dynamics (QCD) [8]; the energy scale of reheating may
well be higher than that of the quark-hadron phase tran-
sition, and then the “radiation” in the Universe should
consist of ultra-relativistic quark-gluon plasma. We will
not, nevertheless, specify the particle content of the CFT
below. Although a legitimate use of gravity dual would
require e.g. a large number of colours N , we will take a
phenomenological approach and assume the existence of
the gravity dual. Our focus here is on what the gravity
dual will tell us about reheating of the Universe.

The out-of-equilibrium decay of the inflaton is a pro-
cess of transferring its energy to the matter in the Uni-
verse. This may be seen as disturbance of the CFT by
external shock represented by the oscillating inflaton op-
erator �

0

(⌧) in (2). The time scale of the disturbance �⌧
may be determined by the decay e�ciency and Hubble
damping. In the gravity dual, the thermalisation corre-
sponds to formation of a blackhole in AdS

5

, caused by

4

of radiation. The temperature of instant reheating fol-
lows from the Stefan-Boltzmann law and reads

T
irh

=

✓
30⇢⇤
⇡2g⇤

◆ 1
4

. (17)

Comparing (15) and (17), we may define the e↵ective
degrees of freedom for holographic reheating,

ge↵⇤ =
45⇡L3

8G
5

"

✓
a
rh

a⇤

◆
4

. (18)

The L3 dependence is expected from the central charge
c ⇠ N2 ⇠ L3/G

5

of strongly coupled four-dimensional
CFT in deconfinement phase.

As an example, let us consider the m2'2 chaotic in-
flation model with the Planck-normalised inflaton mass
m = 1.5 ⇥ 1013 GeV. The amplitude of the oscillating
inflaton is '⇤ ⇡ p

2M
P

at the end of slow roll and the in-
flaton energy density (12) is found as ⇢⇤ ⇡ 8⇥ 10�11M4

P

.
Using the relativistic degrees of freedom gSM⇤ ⇠ 100 of the
SM, the instant reheating scenario yields somewhat high
reheating temperature T

irh

⇠ 3⇥ 1015 GeV. In the holo-
graphic scenario, the e↵ective degrees of freedom (18) is
written using (16) as

ge↵⇤ =
90⇡2M2

P

L2

"

✓
a
rh

a⇤

◆
4

. (19)

Since "  1 and a
rh

> a⇤, and as the AdS radius must be
larger than the Planck length M

P

L & 1, the holographic
e↵ective degrees of freedom ge↵⇤ must be larger than gSM⇤ .
Correspondingly, the holographic reheating temperature
T
hrh

is lower than T
irh

, given the same energy density
of the decaying inflaton. How large can ge↵⇤ be? The
nucleosynthesis bound of the reheating temperature is
T
rh

& a few MeV [13]. However, for the holographic
model it is more appropriate to take the quark-hadron
phase transition ⇠ 200 MeV as the lower bound of the
strongly coupled CFT temperature; this gives ge↵⇤ . 5⇥
1066. Thus, su�ciently large parameter space is left for
the scenario of holographic reheating.

We have discussed a post-inflationary reheating sce-
nario based on holographic thermalisation. The reheat-
ing temperature is given by (16), which is to be com-
pared with the perturbative decay scenario (1) or the
instant reheating scenario (17). The strongly coupled
CFT that models the particle theory of the Universe is
characterised by the AdS radius L, which encodes the
gauge coupling and the number of colours N . This sce-
nario certainly has limited validity and is expected to be
useful only when strongly coupled dynamics dominates.
There are many issues to be investigated further; to con-
clude, we comment on some of them. The shell collapse
picture we have used is consistent only for the closed
FRW universe. Nevertheless, the expression for the re-
heating temperature (16) is independent of the curva-
ture radius and thus applies to the flat universe as well.

Extension of the holographic model to the open FRW,
however, may encounter di�culties related to topologi-
cal issues [14]. It would be also interesting to see if our
scenario can accommodate lepto/baryogenesis, presum-
ably by including vector degrees of freedom in the AdS.
Another topic worth investigating is string theoretical
construction. Finding a concrete D-brane configuration
would require, at least partially, dynamical treatment.
Finally, inhomogeneity of the decay process can be im-
portant since, for example, modulated reheating may cre-
ate cosmological structures [15]. Recent numerical study
has uncovered rich structure of blackhole formation in
AdS background [16], which may find cosmological ap-
plications in the physics of reheating, in particular, of
modulated reheating.
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Strongly coupled dynamics?

Parametric resonance
• Non-perturbative decay — 

explosive production of decay 
products, breakdown of the 
perturbative scenario 
(“preheating”) 

• Estimation of reheating 
temperature is generally 
difficult

[Dolgov Kirilova (1990)] 
[Traschen Brandenberger (1990)] 

[Kofman Linde Starobinsky (1994)] 
[Shtanov Traschen Brandenberger (1995)]
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Holographic Thermalisation

⟺pure AdS zero-temp. CFT

⟺AdS BH finite-temp. CFT

thermalisationBH formation

Holographic thermalisation:  
thermalisation of CFT is dual to BH formation in AdS

[Witten (1998)] [Danielsson Keski-Vakkuri Kruczenski (1999)]

Holographic Reheating Scenario 

1. The Universe = CFT on expanding S³

2. Oscillating inflaton = external shock

3. Reheating temperature = Hawking temperature of 5d BH

assumptions:

Reheating of the Universe as holographic thermalisation?
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Assuming gauge/gravity correspondence we study reheating of the Universe using its holographic
dual. Inflaton decay and thermalisation of the decay products correspond to collapse of a spherical
shell and formation of a blackhole in the dual anti-de Sitter (AdS) spacetime. The reheating temper-
ature is computed as the Hawking temperature of the developed blackhole probed by a dynamical
boundary, and is determined by the inflaton energy density and the AdS radius, with corrections
from the dynamics of the shell collapse. For given initial energy density of the inflaton field the holo-
graphic model gives significantly lower reheating temperature than the instant reheating scenario,
while it is shown to be safely within phenomenological bounds.

According to the standard lore of inflationary cos-
mology, reheating of the Universe is caused by out-of-
equilibrium decay of the inflaton field that oscillates
about its potential minimum. Although this is a crucial
process that determines subsequent thermal history of
the Universe, our understanding of it is still incomplete as
the decay process down to the Standard Model (SM) par-
ticles is highly involved. There are several phenomenolog-
ical models of reheating, providing di↵erent approaches
to evaluate the reheating temperature. Among these, the
most traditional one is based on perturbative Born de-
cay of the inflaton and the reheating temperature is com-
puted from the condition that the inflaton decay rate �
becomes comparable to the Hubble expansion rate H, as

T
prh

⇡
✓

90

⇡2g⇤

◆ 1
4

(M
P

�)
1
2 . (1)

Here, g⇤ is the relativistic degrees of freedom at the time
of reheating, M

P

⌘ (8⇡G
4

)�1/2 = 2.4 ⇥ 1018 GeV is
the reduced Planck mass and G

4

is the four-dimensional
Newton constant. This Born decay picture is known to
be too simplistic, at least in some cases, as nonpertur-
bative resonance e↵ects can change the decay rate dras-
tically. In the scenario of preheating [1], reheating is as-
sumed to take place in three steps: the nonperturbative
resonant decay of the inflaton, followed by perturbative
cascade decay of the decay products, and then eventual
thermalisation. There exist proposals of other reheating
mechanisms, including those based on evaporation of pri-
mordial blackholes [2], surface evaporation of Q-balls [3],
and nonminimal gravitational coupling of the inflaton [4].
We discuss, in this Letter, a novel description of reheat-
ing based on gauge/gravity correspondence [5, 6]. This
may be considered as the limit opposite to the perturba-
tive scenario and is supposed to take account of strongly
coupled dynamics in the thermalisation process.

Following the idea of holographic thermalisation [6, 7]
which asserts that blackhole formation in a (d + 1)-
dimensional anti-de Sitter (AdS) spacetime is a dual

description of out-of-equilibrium thermalisation in d-
dimensional conformal field theory (CFT), we postu-
late that the Universe sits at the boundary of a five-
dimensional asymptotically AdS spacetime. We shall
consider, schematically, the boundary action of the form

S
bdry

= S
CFT

+

Z
d4x�

0

(⌧)O(⌧), (2)

and regard S
CFT

as the action of the Universe including
(but not restricted to) the SM matter. Here we treat
the inflaton as an external field that is not included in
the matter of the Universe. The operator �

0

(⌧) repre-
sents the oscillating inflaton and O(⌧) is the matter in
the Universe that couples to the inflaton [? ]. Aside from
the interaction with the inflaton, the matter content of
the Universe is nearly massless at high energies and may
be modelled as a CFT. Prior to reheating the Universe
must have undergone a rapid adiabatic expansion, i.e. in-
flation. Therefore the CFT is at zero-temperature when
reheating commences. Our use of holography is moti-
vated by the success of holographic quantum chromo-
dynamics (QCD) [8]; the energy scale of reheating may
well be higher than that of the quark-hadron phase tran-
sition, and then the “radiation” in the Universe should
consist of ultra-relativistic quark-gluon plasma. We will
not, nevertheless, specify the particle content of the CFT
below. Although a legitimate use of gravity dual would
require e.g. a large number of colours N , we will take a
phenomenological approach and assume the existence of
the gravity dual. Our focus here is on what the gravity
dual will tell us about reheating of the Universe.

The out-of-equilibrium decay of the inflaton is a pro-
cess of transferring its energy to the matter in the Uni-
verse. This may be seen as disturbance of the CFT by
external shock represented by the oscillating inflaton op-
erator �

0

(⌧) in (2). The time scale of the disturbance �⌧
may be determined by the decay e�ciency and Hubble
damping. In the gravity dual, the thermalisation corre-
sponds to formation of a blackhole in AdS

5

, caused by

matter in the Universe 
(excluding inflaton)

oscillating inflaton 
(external shock)

Needs dynamical cutoff [Witten] [Gubser] [Savonije, Verlinde]

2. Oscillating inflaton  
= external shock

r

shock

zero-temp. CFT

t
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BH
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2. Oscillating inflaton  
= external shock

inflaton energy ⟹ BH mass

finite-temp. CFT

3

is understood to be cut away. The collapsing shell is re-
leased from the brane with the boundary conditions given
by �

0

(⌧). The horizon develops as the shell collapses. Its
location r = r

+

is found as a solution to f
+

(r) = 0,

r
+

⌘ L

"
1

2

 r
1 +

4r2
0

L2

� 1

!# 1
2

. (8)

The Hawking temperature of the blackhole seen by a
static observer is computed in the standard way by Eu-
clideanising the near-horizon metric. The absence of con-
ical singularity then gives

T
stat

(r) =
2r2

+

+ L2

2⇡L2r
+

1p
f
+

(r)
, (9)

where the factor 1/
p

f
+

(r) is due to gravitational red-
shift (the Ehrenfest-Tolman e↵ect). This T

stat

cannot be
the temperature of the probe brane as it is ill-behaved
near the horizon. Nevertheless, it should coincide with
the temperature of the probe brane when the probe brane
is far outside the horizon and nearly static. Thermody-
namics on the brane suggests that the natural time scale
on the moving brane is d⌧ = a

Ldt [12], from which the
temperature of the probe brane is found as

T
probe

=
2r2

+

+ L2

2⇡Lr
+

1

a
. (10)

This is regular at the horizon and coincides with (9) when
a � r

0

, a � L. Hence (10) is qualified to be the temper-
ature of the FRW universe.

Apart from the scale-factor dependent redshift, T
probe

is determined through (4) and (8) by the five-dimensional
blackhole mass M

5

that encodes the physics of inflaton
decay. While details of the reheating process may be
involved, in the gravity dual at least energy conservation
is expected. As the blackhole results from the collapse of
the shell, it is natural to assume

M
5

= "⇥ (area of shell)⇤ ⇥ (energy density of shell)⇤

where " is the e�ciency (0 < "  1) of blackhole for-
mation and the asterisk denotes quantities evaluated at
the onset of reheating. The shell is spherical and its area
is 2⇡2r3⇤ = 2⇡2a3⇤. The energy density of the shell is re-
lated to that of the oscillating inflaton ⇢⇤ at the onset of
reheating. As we consider the closed universe, the total
inflaton energy is finite and is given by 2⇡2a3⇤⇢⇤. Tak-
ing into account the redshift a⇤/L of the energy between
the brane and the shell frame [? ], the blackhole mass is
written as

M
5

=
2⇡2"a4⇤⇢⇤

L
. (11)

Given a model of inflation, the inflaton energy density ⇢⇤
may be evaluated explicitly. For an inflaton field ' with

mass m and negligible self-interaction, for example,

⇢⇤ = 3M2

P

H2

⇤ =


1

2
(@⌧')

2 +
1

2
m2'2

�

⇤
⇡ m2'2

⇤, (12)

with '⇤ the initial amplitude of the oscillating inflaton.
To interpret (10) as the temperature of the Universe, it

is important to note that the phase structure of the ther-
modynamics of an AdS-Schwarzschild blackhole is en-
tirely di↵erent from the asymptotically flat Schwarzschild
case. When r

0

⌧ L, we find T
probe

⇡ L/2⇡r
0

a. This
phase is similar to the asymptotically flat case and ex-
hibits instability due to negative specific heat; clearly, it
does not represent the thermal equilibrium of the Uni-
verse. Taking the opposite limit r

0

� L, which is equiv-
alent to choosing large a⇤ and is natural after inflation,
the temperature (10) behaves as

T
probe

⇡ r
1
2
0

⇡L
1
2 a

. (13)

The specific heat in this phase is positive, appropriate for
the reheating model. This is the deconfinement phase of
QCD. Now using (4) and (11) in (13) the temperature of
the FRW universe is expressed as

T =

✓
8G

5

M
5

3⇡5L2

◆ 1
4 1

a
=

✓
16G

5

"⇢⇤
3⇡3L3

◆ 1
4 a⇤

a
. (14)

Denoting the scale factor at the moment of thermalisa-
tion (end of reheating) as a

rh

, the reheating temperature
is written as

T
hrh

=

✓
16G

5

"⇢⇤
3⇡3L3

◆ 1
4 a⇤
a
rh

. (15)

This may be rewritten using the relation G
5

= G
4

L/2 =
L/16⇡M2

P

[10] between the four- and five-dimensional
Newton constants as

T
hrh

=

✓
"⇢⇤

3M2

P

L2

◆ 1
4 a⇤
⇡a

rh

. (16)

In the holographic model the reheating temperature is
seen to be determined by the inflaton energy density ⇢⇤,
the AdS radius (characterising the CFT) L, as well as
by the e�ciency of the blackhole formation " and the
redshift during reheating a⇤/arh. The e�ciency " de-
pends on details of the collapsing dynamics and may be
evaluated numerically. The redshift a⇤/arh is related to
the function ✓(v) of (3) that gives the thickness of the
shell. As most of the shell energy is expected to be used
in blackhole formation and the Hubble expansion during
reheating is not large, it is natural to suppose that both
" and a⇤/arh are not much smaller than O(1).
To illustrate our results, let us compare this scenario

with instant reheating in which the inflaton energy den-
sity ⇢⇤ is immediately converted into the energy density

ε: efficiency of BH formation

3. Reheating temperature = 
Hawking temperature of 5d BH

AdS-Schwarzschild: BH in a box
positive specific heat

temperature

mass
Schwarzschild

AdS-Schwarzschild
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✓
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3M2
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◆1/4
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⇡afin
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Assuming gauge/gravity correspondence we study reheating of the Universe using its holographic
dual. Inflaton decay and thermalisation of the decay products correspond to collapse of a spherical
shell and formation of a blackhole in the dual anti-de Sitter (AdS) spacetime. The reheating temper-
ature is computed as the Hawking temperature of the developed blackhole probed by a dynamical
boundary, and is determined by the inflaton energy density and the AdS radius, with corrections
from the dynamics of the shell collapse. For given initial energy density of the inflaton field the holo-
graphic model gives significantly lower reheating temperature than the instant reheating scenario,
while it is shown to be safely within phenomenological bounds.

According to the standard lore of inflationary cos-
mology, reheating of the Universe is caused by out-of-
equilibrium decay of the inflaton field that oscillates
about its potential minimum. Although this is a crucial
process that determines subsequent thermal history of
the Universe, our understanding of it is still incomplete as
the decay process down to the Standard Model (SM) par-
ticles is highly involved. There are several phenomenolog-
ical models of reheating, providing di↵erent approaches
to evaluate the reheating temperature. Among these, the
most traditional one is based on perturbative Born de-
cay of the inflaton and the reheating temperature is com-
puted from the condition that the inflaton decay rate �
becomes comparable to the Hubble expansion rate H, as

T
prh

⇡
✓

90

⇡2g⇤

◆ 1
4

(M
P

�)
1
2 . (1)

Here, g⇤ is the relativistic degrees of freedom at the time
of reheating, M

P

⌘ (8⇡G
4

)�1/2 = 2.4 ⇥ 1018 GeV is
the reduced Planck mass and G

4

is the four-dimensional
Newton constant. This Born decay picture is known to
be too simplistic, at least in some cases, as nonpertur-
bative resonance e↵ects can change the decay rate dras-
tically. In the scenario of preheating [1], reheating is as-
sumed to take place in three steps: the nonperturbative
resonant decay of the inflaton, followed by perturbative
cascade decay of the decay products, and then eventual
thermalisation. There exist proposals of other reheating
mechanisms, including those based on evaporation of pri-
mordial blackholes [2], surface evaporation of Q-balls [3],
and nonminimal gravitational coupling of the inflaton [4].
We discuss, in this Letter, a novel description of reheat-
ing based on gauge/gravity correspondence [5, 6]. This
may be considered as the limit opposite to the perturba-
tive scenario and is supposed to take account of strongly
coupled dynamics in the thermalisation process.

Following the idea of holographic thermalisation [6, 7]
which asserts that blackhole formation in a (d + 1)-
dimensional anti-de Sitter (AdS) spacetime is a dual

description of out-of-equilibrium thermalisation in d-
dimensional conformal field theory (CFT), we postu-
late that the Universe sits at the boundary of a five-
dimensional asymptotically AdS spacetime. We shall
consider, schematically, the boundary action of the form

S
bdry

= S
CFT

+

Z
d4x�

0

(⌧)O(⌧), (2)

and regard S
CFT

as the action of the Universe including
(but not restricted to) the SM matter. Here we treat
the inflaton as an external field that is not included in
the matter of the Universe. The operator �

0

(⌧) repre-
sents the oscillating inflaton and O(⌧) is the matter in
the Universe that couples to the inflaton [? ]. Aside from
the interaction with the inflaton, the matter content of
the Universe is nearly massless at high energies and may
be modelled as a CFT. Prior to reheating the Universe
must have undergone a rapid adiabatic expansion, i.e. in-
flation. Therefore the CFT is at zero-temperature when
reheating commences. Our use of holography is moti-
vated by the success of holographic quantum chromo-
dynamics (QCD) [8]; the energy scale of reheating may
well be higher than that of the quark-hadron phase tran-
sition, and then the “radiation” in the Universe should
consist of ultra-relativistic quark-gluon plasma. We will
not, nevertheless, specify the particle content of the CFT
below. Although a legitimate use of gravity dual would
require e.g. a large number of colours N , we will take a
phenomenological approach and assume the existence of
the gravity dual. Our focus here is on what the gravity
dual will tell us about reheating of the Universe.

The out-of-equilibrium decay of the inflaton is a pro-
cess of transferring its energy to the matter in the Uni-
verse. This may be seen as disturbance of the CFT by
external shock represented by the oscillating inflaton op-
erator �

0

(⌧) in (2). The time scale of the disturbance �⌧
may be determined by the decay e�ciency and Hubble
damping. In the gravity dual, the thermalisation corre-
sponds to formation of a blackhole in AdS

5

, caused by

4

of radiation. The temperature of instant reheating fol-
lows from the Stefan-Boltzmann law and reads

T
irh

=

✓
30⇢⇤
⇡2g⇤

◆ 1
4

. (17)

Comparing (15) and (17), we may define the e↵ective
degrees of freedom for holographic reheating,

ge↵⇤ =
45⇡L3

8G
5

"

✓
a
rh

a⇤

◆
4

. (18)

The L3 dependence is expected from the central charge
c ⇠ N2 ⇠ L3/G

5

of strongly coupled four-dimensional
CFT in deconfinement phase.

As an example, let us consider the m2'2 chaotic in-
flation model with the Planck-normalised inflaton mass
m = 1.5 ⇥ 1013 GeV. The amplitude of the oscillating
inflaton is '⇤ ⇡ p

2M
P

at the end of slow roll and the in-
flaton energy density (12) is found as ⇢⇤ ⇡ 8⇥ 10�11M4

P

.
Using the relativistic degrees of freedom gSM⇤ ⇠ 100 of the
SM, the instant reheating scenario yields somewhat high
reheating temperature T

irh

⇠ 3⇥ 1015 GeV. In the holo-
graphic scenario, the e↵ective degrees of freedom (18) is
written using (16) as

ge↵⇤ =
90⇡2M2

P

L2

"

✓
a
rh

a⇤

◆
4

. (19)

Since "  1 and a
rh

> a⇤, and as the AdS radius must be
larger than the Planck length M

P

L & 1, the holographic
e↵ective degrees of freedom ge↵⇤ must be larger than gSM⇤ .
Correspondingly, the holographic reheating temperature
T
hrh

is lower than T
irh

, given the same energy density
of the decaying inflaton. How large can ge↵⇤ be? The
nucleosynthesis bound of the reheating temperature is
T
rh

& a few MeV [13]. However, for the holographic
model it is more appropriate to take the quark-hadron
phase transition ⇠ 200 MeV as the lower bound of the
strongly coupled CFT temperature; this gives ge↵⇤ . 5⇥
1066. Thus, su�ciently large parameter space is left for
the scenario of holographic reheating.

We have discussed a post-inflationary reheating sce-
nario based on holographic thermalisation. The reheat-
ing temperature is given by (16), which is to be com-
pared with the perturbative decay scenario (1) or the
instant reheating scenario (17). The strongly coupled
CFT that models the particle theory of the Universe is
characterised by the AdS radius L, which encodes the
gauge coupling and the number of colours N . This sce-
nario certainly has limited validity and is expected to be
useful only when strongly coupled dynamics dominates.
There are many issues to be investigated further; to con-
clude, we comment on some of them. The shell collapse
picture we have used is consistent only for the closed
FRW universe. Nevertheless, the expression for the re-
heating temperature (16) is independent of the curva-
ture radius and thus applies to the flat universe as well.

Extension of the holographic model to the open FRW,
however, may encounter di�culties related to topologi-
cal issues [14]. It would be also interesting to see if our
scenario can accommodate lepto/baryogenesis, presum-
ably by including vector degrees of freedom in the AdS.
Another topic worth investigating is string theoretical
construction. Finding a concrete D-brane configuration
would require, at least partially, dynamical treatment.
Finally, inhomogeneity of the decay process can be im-
portant since, for example, modulated reheating may cre-
ate cosmological structures [15]. Recent numerical study
has uncovered rich structure of blackhole formation in
AdS background [16], which may find cosmological ap-
plications in the physics of reheating, in particular, of
modulated reheating.
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is understood to be cut away. The collapsing shell is re-
leased from the brane with the boundary conditions given
by �

0

(⌧). The horizon develops as the shell collapses. Its
location r = r

+

is found as a solution to f
+

(r) = 0,

r
+

⌘ L

"
1

2

 r
1 +

4r2
0

L2

� 1

!# 1
2

. (8)

The Hawking temperature of the blackhole seen by a
static observer is computed in the standard way by Eu-
clideanising the near-horizon metric. The absence of con-
ical singularity then gives

T
stat

(r) =
2r2

+

+ L2

2⇡L2r
+

1p
f
+

(r)
, (9)

where the factor 1/
p

f
+

(r) is due to gravitational red-
shift (the Ehrenfest-Tolman e↵ect). This T

stat

cannot be
the temperature of the probe brane as it is ill-behaved
near the horizon. Nevertheless, it should coincide with
the temperature of the probe brane when the probe brane
is far outside the horizon and nearly static. Thermody-
namics on the brane suggests that the natural time scale
on the moving brane is d⌧ = a

Ldt [12], from which the
temperature of the probe brane is found as

T
probe

=
2r2

+

+ L2

2⇡Lr
+

1

a
. (10)

This is regular at the horizon and coincides with (9) when
a � r

0

, a � L. Hence (10) is qualified to be the temper-
ature of the FRW universe.

Apart from the scale-factor dependent redshift, T
probe

is determined through (4) and (8) by the five-dimensional
blackhole mass M

5

that encodes the physics of inflaton
decay. While details of the reheating process may be
involved, in the gravity dual at least energy conservation
is expected. As the blackhole results from the collapse of
the shell, it is natural to assume

M
5

= "⇥ (area of shell)⇤ ⇥ (energy density of shell)⇤

where " is the e�ciency (0 < "  1) of blackhole for-
mation and the asterisk denotes quantities evaluated at
the onset of reheating. The shell is spherical and its area
is 2⇡2r3⇤ = 2⇡2a3⇤. The energy density of the shell is re-
lated to that of the oscillating inflaton ⇢⇤ at the onset of
reheating. As we consider the closed universe, the total
inflaton energy is finite and is given by 2⇡2a3⇤⇢⇤. Tak-
ing into account the redshift a⇤/L of the energy between
the brane and the shell frame [? ], the blackhole mass is
written as

M
5

=
2⇡2"a4⇤⇢⇤

L
. (11)

Given a model of inflation, the inflaton energy density ⇢⇤
may be evaluated explicitly. For an inflaton field ' with

mass m and negligible self-interaction, for example,

⇢⇤ = 3M2

P

H2

⇤ =


1

2
(@⌧')

2 +
1

2
m2'2

�

⇤
⇡ m2'2

⇤, (12)

with '⇤ the initial amplitude of the oscillating inflaton.
To interpret (10) as the temperature of the Universe, it

is important to note that the phase structure of the ther-
modynamics of an AdS-Schwarzschild blackhole is en-
tirely di↵erent from the asymptotically flat Schwarzschild
case. When r

0

⌧ L, we find T
probe

⇡ L/2⇡r
0

a. This
phase is similar to the asymptotically flat case and ex-
hibits instability due to negative specific heat; clearly, it
does not represent the thermal equilibrium of the Uni-
verse. Taking the opposite limit r

0

� L, which is equiv-
alent to choosing large a⇤ and is natural after inflation,
the temperature (10) behaves as

T
probe

⇡ r
1
2
0

⇡L
1
2 a

. (13)

The specific heat in this phase is positive, appropriate for
the reheating model. This is the deconfinement phase of
QCD. Now using (4) and (11) in (13) the temperature of
the FRW universe is expressed as
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M
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3⇡5L2

◆ 1
4 1

a
=

✓
16G

5

"⇢⇤
3⇡3L3

◆ 1
4 a⇤

a
. (14)

Denoting the scale factor at the moment of thermalisa-
tion (end of reheating) as a

rh

, the reheating temperature
is written as

T
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◆ 1
4 a⇤
a
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. (15)

This may be rewritten using the relation G
5

= G
4

L/2 =
L/16⇡M2

P

[10] between the four- and five-dimensional
Newton constants as

T
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=

✓
"⇢⇤

3M2

P

L2

◆ 1
4 a⇤
⇡a

rh

. (16)

In the holographic model the reheating temperature is
seen to be determined by the inflaton energy density ⇢⇤,
the AdS radius (characterising the CFT) L, as well as
by the e�ciency of the blackhole formation " and the
redshift during reheating a⇤/arh. The e�ciency " de-
pends on details of the collapsing dynamics and may be
evaluated numerically. The redshift a⇤/arh is related to
the function ✓(v) of (3) that gives the thickness of the
shell. As most of the shell energy is expected to be used
in blackhole formation and the Hubble expansion during
reheating is not large, it is natural to suppose that both
" and a⇤/arh are not much smaller than O(1).
To illustrate our results, let us compare this scenario

with instant reheating in which the inflaton energy den-
sity ⇢⇤ is immediately converted into the energy density

m²φ² chaotic inflation with m =10¹³ GeV

4

of radiation. The temperature of instant reheating fol-
lows from the Stefan-Boltzmann law and reads

T
irh

=

✓
30⇢⇤
⇡2g⇤

◆ 1
4

. (17)

Comparing (15) and (17), we may define the e↵ective
degrees of freedom for holographic reheating,

ge↵⇤ =
45⇡L3

8G
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"
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4

. (18)

The L3 dependence is expected from the central charge
c ⇠ N2 ⇠ L3/G

5

of strongly coupled four-dimensional
CFT in deconfinement phase.

As an example, let us consider the m2'2 chaotic in-
flation model with the Planck-normalised inflaton mass
m = 1.5 ⇥ 1013 GeV. The amplitude of the oscillating
inflaton is '⇤ ⇡ p

2M
P

at the end of slow roll and the in-
flaton energy density (12) is found as ⇢⇤ ⇡ 8⇥ 10�11M4

P

.
Using the relativistic degrees of freedom gSM⇤ ⇠ 100 of the
SM, the instant reheating scenario yields somewhat high
reheating temperature T

irh

⇠ 3⇥ 1015 GeV. In the holo-
graphic scenario, the e↵ective degrees of freedom (18) is
written using (16) as

ge↵⇤ =
90⇡2M2
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. (19)

Since "  1 and a
rh

> a⇤, and as the AdS radius must be
larger than the Planck length M

P

L & 1, the holographic
e↵ective degrees of freedom ge↵⇤ must be larger than gSM⇤ .
Correspondingly, the holographic reheating temperature
T
hrh

is lower than T
irh

, given the same energy density
of the decaying inflaton. How large can ge↵⇤ be? The
nucleosynthesis bound of the reheating temperature is
T
rh

& a few MeV [13]. However, for the holographic
model it is more appropriate to take the quark-hadron
phase transition ⇠ 200 MeV as the lower bound of the
strongly coupled CFT temperature; this gives ge↵⇤ . 5⇥
1066. Thus, su�ciently large parameter space is left for
the scenario of holographic reheating.

We have discussed a post-inflationary reheating sce-
nario based on holographic thermalisation. The reheat-
ing temperature is given by (16), which is to be com-
pared with the perturbative decay scenario (1) or the
instant reheating scenario (17). The strongly coupled
CFT that models the particle theory of the Universe is
characterised by the AdS radius L, which encodes the
gauge coupling and the number of colours N . This sce-
nario certainly has limited validity and is expected to be
useful only when strongly coupled dynamics dominates.
There are many issues to be investigated further; to con-
clude, we comment on some of them. The shell collapse
picture we have used is consistent only for the closed
FRW universe. Nevertheless, the expression for the re-
heating temperature (16) is independent of the curva-
ture radius and thus applies to the flat universe as well.

Extension of the holographic model to the open FRW,
however, may encounter di�culties related to topologi-
cal issues [14]. It would be also interesting to see if our
scenario can accommodate lepto/baryogenesis, presum-
ably by including vector degrees of freedom in the AdS.
Another topic worth investigating is string theoretical
construction. Finding a concrete D-brane configuration
would require, at least partially, dynamical treatment.
Finally, inhomogeneity of the decay process can be im-
portant since, for example, modulated reheating may cre-
ate cosmological structures [15]. Recent numerical study
has uncovered rich structure of blackhole formation in
AdS background [16], which may find cosmological ap-
plications in the physics of reheating, in particular, of
modulated reheating.
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The holographic model gives lower reheating  
temperature than instant reheating

Thrh . 200 MeV ) ge↵⇤ . 5⇥ 1066.
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Example: holographic QCD reheating 

Sakai-Sugimoto: three is large N

If the reheating temperature is in the QCD scale  
(~ 200 MeV),  inflationary scale is ρ¼ ~ GeV-TeV

ge↵⇤ ⇠ 100 ⇠ gSM⇤

RAdS ⇠ `Pin this case,

Summary
• Reheating as holographic thermalisation 

• Reheating temperature evaluated as Hawking 
temperature of developed 5d BH 

• Nonperturbative + strongly coupled dynamics

Open questions
— Turbulent instabilities [Bizon, Rostworowski] play any role?
— String/brane construction?
— Baryogenesis?
— Inhomogeneities?
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1. Introduction

Low T/W dynamical instability

Require “high” degree of differential rotation to trigger instability

• Instability occurs significantly lower T/W from the 
standard dynamical and secular (bar) instability•Weak bar formation•May occur in the realistic parameter range of 
binary neutron star merger or supernova 
explosion

T/W=0.119, n=1, 
Ωc/Ωeq = 26.0

- 1.5 - 1 - 0.5 0 0.5 1 1.5
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x / R

II t=134Pc
Common dynamical bar Features• Bar structure appears throughout time evolution• Generates quasi-periodic gravitational waves• Considered as an outcome of binary neutron 

star merger or supernova explosion

Significant Difference
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Flow and the turbulence of the fluid 
has a resonance interaction at the 
corotation radius

Turbulence excites and absorbs by 
the resonance interaction

Angular velocity at rotation axis

Angular velocity at surface

Mechanism still not known

Degree of differential rotation

(e.g. Kato 89; Shu 92)Corotation Resonance

Incoming 
waves

Reflection 
waves

Transmission 
waves

Corotation 
Plane

Reflection 
Wall
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Cylindrical star, accretion disk system including coronation singularity
Cylindrical, differential rotating star (Balbinski 85)

• Instability regime of T/W is significantly lower than the standard case
• Regarded as f+, f- mode

Dynamical stability of differentially rotating disks (Papaloizou & Pringle 87)

• Investigate infinite cylindrical torus with differential rotation
• Analyses unstable features using WKB approximation  

(focus on high azimuthal wave numbers)
Super-reflection in fluid disks
• Detailed analysis of Keplarian disk with differential rotation
• Incoming waves from infinity
• Matching the solutions using WKB approximation
• Corotation amplification/absorption can occur in their condition

(Tsang & Lai 08)

• Understand the mechanism of low T/W dynamical instability
• Understand the role of corotation radius
• Find the complex eigenfrequency of the system  

(Normal modes in differentially rotating stars) 

Purpose
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Non-axisymmetric Perturbations in Rapidly Rotating Stars
2. Linear Perturbation in Differentially Rotating Stars

Continuity Eq + Euler Eq

Poisson Eq

Only equatorial motion is taken into account in the star

(e.g. Ipser & Lindblom 90)

Further Approximation

Characteristic wave propagation due to rotation should lie in the 
equatorial plane

: perturbed enthalpy
: perturbed gravitational potential
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Basic Equations

•Two 2nd order differential equations with source term
•Background object is taken as low T/W unstable star
•Singularity at corotation radius 

•Removable singularity at Lindbald radius 

•Set frequency from the outcome of numerical simulations 

Wave Propagation (e.g. Tsang & Lai 08)

Translate the perturbed potential to formulate the wave-type basic equation 
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Regions and 
Bridging Technique
Effective Potential Veff

Region I
•Regularity condition at origin
•Solve integral equation numerically
•Bridging the solution around corotation radius

• Classify into two regimes
• Directly solve two fundamental 

perturbative variables

0 0.2 0.4 0.6 0.8 1
ϖ / re

V
ef
f

Solution

ϖ
δU+δU−

arg ϖ = +π arg ϖ = +0

• Complex frequency
• Take the limit of 

imaginary part as +0

•Bridging solutions from Region I
•Solve integral equation numerically
•Extract “plane waves” around the surface

Region II

Bridging technique
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3. Scattering Problem in Differentially Rotating Stars

Results

•Amplification of the “reflection wave”

•Growth rate of the amplification is 
dynamical

Setup
•Insert “incoming wave” from the surface
•Investigate the amplification rate of the 

“reflection wave”

Unstable system

Exponential growth

Amplification rate

Growth Timescale
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4. Unstable Normal Modes in Differentially Rotating Stars

•Regularity at origin
•Enthalpy vanishes at the perturbed surface of the star

Boundary condition

Complex eigenfrequency

Complex frequency removes the singularity!

Growth Timescale is Dynamical !

ωr / Ω0

ω
i /

 Ω
0

0.0 0.5 1.0 1.5 2.0

0.01
0.02
0.03
0.04

0.00

0.05

ωr / Ω0
ω

i /
 Ω

0
0.0 0.5 1.0 1.5 2.0

0.01
0.02
0.03
0.04

0.00

0.05

(0.36758,0.00925)
(1.10860,<1.E-5)

(1.73766,<1.E-5)

(0.44507,0.01909)
(1.15058,0.00295)

(1.87122,0.00852)

Cylindrical model Spherical model

Deformed configuration may 
accelerate the growth timescale
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5. Comparison with Numerical Simulation

0 40 80 120
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(0.44507,0.01909)• Resonant frequency has a good agreement
• Growth timescale has some gap 
Deformed configuration may accelerate the growth timescale
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Resonant 
frequency

Growth 
timescale

Compare between numerical simulation and spherical model
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6. Summary

• The mechanism can be understood as amplification of the 
reflection waves due to the existence of corotation 
singularity

• Unstable normal mode is found in low T/W dynamically 
unstable star

• Fairly good agreement with the results from numerical 
simulation

11

We have investigated the unstable mechanism of low T/W 
dynamical instability in differential rotating stars by means of 
linear perturbation in the equatorial plane
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It must be emphasized that for all persistent modes in the system,
the position in the frequency space of the core Alfvén continuum
plays the key role in setting the global-mode frequency and in
determining its longevity.

We note that Lee (2008) has used a different method to identify
discrete modes in a magnetar with similar magnetic configuration
to ours. These modes were not associated with crustal frequencies,
and we strongly suspect that they were located in the gaps of the
continuum spectrum and could be identified with the edge or gap
modes presented in this work.

5 TA N G L E D M AG N E T I C F I E L D S

Our preceding discussion of the continuum was predicated on the
foliation of the axisymmetric magnetic field into the flux surfaces,
with each of the singular continuum mode localized on the flux
surfaces. These modes are ‘large’ – they are coherent over the
spatial extent comparable to the size of the system, and thus they
play an important role in the overall dynamics – they are responsible
for the resonant absorption of the crust oscillations, and contribute
to generating the edge and gap modes. However, what happens if the
field cannot be foliated into the flux surfaces, but is instead tangled
in a complicated way? One can argue that the continuum part of the
spectrum still persists, as follows.

Consider an arbitrary field line anchored at the crust–core inter-
face at both ends, and choose a tube of field lines of infinitesimal
radius which is centred on the original field line (see Fig. 16). It is
clear that a twisting Alfvén mode exists in the tube: it is obtained by
the circular rotation of the fluid around the central field line, prop-
agating along the central field line with the local Alfvén velocity.
Since there is a continuum of the field-line lengths, there is also a
continuum of Alfvén modes. However, the modes we constructed
are highly localized in space and have a small leverage in the over-
all dynamics. We conjecture that the more tangled the fields are,
the less role do the singular continuum modes play in the overall
dynamics.

Whilst we cannot rigorously prove this conjecture, we can moti-
vate it as follows: consider an area element δS of random orientation
with the normal n̂ inside the star, and consider a shearing motion
along the element. This shearing motion will be resisted by the Bn̂

component of the magnetic field, with the effective shear modulus
of order

µeff ∼ ⟨B2
n̂⟩

4π
, (46)

Figure 16. Schematic illustration of tangled a magnetic field inside a mag-
netar. Locally, the field consists of flux tubes which contain a continuum of
twisting Alfvén modes.

where ⟨···⟩ stands for averaging over the area element. For ordered
field, it is possible to choose the orientation of the area element so
that µeff ≃ 0; the presence of such an orientation makes a fundamen-
tal difference between MHD and elasticity theory and is responsible
for the presence of continuous spectrum in MHD. However, if the
linear size of the δS is greater than the characteristic length on
which the field is tangled, then µeff is non-zero for all orientations
of n̂. Therefore, for highly tangled fields there can be no large-scale
singular continuum modes, and their existence is restricted to the
small scales. Hence our assertion that for strongly tangled fields
continuum modes play a secondary dynamical role.

One is then faced with the problem when crustal modes are
coupled to a set of discrete core Alfvén modes. In Appendix A we
show how to find the eigensolution of such a problem, provided that
all of the coupling coefficients are known.

How does one quantify the degree to which the fields are tangled?
Some insight comes from the numerical simulations of Braithwaite
and colleagues, who have studied what type of fossil fields remain
in a stratified star after an initial period of fast relaxation. Con-
sider a stable fossil field configuration, such as the one obtained in
the simulations of Braithwaite & Spruit (2004) and Braithwaite &
Nordlund (2006) (see also Gruzinov 2008a for analytical considera-
tions). There, the final field is nearly, but not perfectly axisymmetric
and has a small-scale random component. For a less centrally con-
centrated initial field, Braithwaite (2008) shows that the final fossil
field is in general non-axisymmetric and can have a complicated
topology.9

As a starting point, we shall consider the nearly axisymmetric
field with a small random component. The latter acts like a small
extra shear modulus µeff and dynamically couples the flux surfaces
of the axisymmetric component. We then quantify the degree of
tangling by the relative value of µeff and B2/(4π).

5.1 Simple model: ‘square’ neutron star

To study this idea further, we specify a very simple model of a
neutron star, motivated by the one considered in L06, see Fig. 17
that nevertheless captures the essential physics.

Consider a perfectly conducting homogeneous fluid of density
ρ contained in a box with width Lx, length Ly and depth Lz. The
magnetic field in this box is everywhere aligned with the y-axis
and its strength is a function of x only. We assume that gravity is
zero and consider a Lagrangian displacement ξ (x, y, t) of the fluid
along the z-direction; we specify periodic boundary conditions in
this direction (one should think of the z-direction as azimuthal). We
now add to this model a small effective shear modulus µeff due to
the field tangling. The fluid equation of motion is

∂2ξ

∂t2
= c2

A (x)
∂2ξ

∂y2
+ c2

s ∇2ξ . (47)

Here cA(x) is the Alfvén velocity and cs =
√

µeff/ρ is the µeff -
generated shear velocity. If we assume a small shear speed, i.e.
cs ≪ cA, equation (47) reduces to

∂2ξ

∂t2
= c2

A (x)
∂2ξ

∂y2
+ c2

s
∂2ξ

∂x2
. (48)

9 Gruzinov (2009) demonstrates that even this situation is not the most
general. He finds that the relaxed field generally has multiple current sheets,
and argues that the global field relaxation is dominated by the dissipation
within these singular layers. The details do not concern us for the purposes
of this paper.

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 410, 1036–1051
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between the stellar core and crust region, such as a zero-
traction condition [17,38]. In concrete terms, the junction
condition can be written as ð3μþH2ÞY0

ðþÞ ¼ H2Y0
ð−Þ,

where the left- and right-hand sides correspond to the
values at just outside and inside the crust basis,
respectively.
In order to integrate Eq. (7), one has to prepare the

strength distribution of H, which is still unknown. So, as
highly tangled magnetic fields, we adopt the density-
dependent strength distribution of magnetic fields proposed
in [39], i.e.,

Hðε=εsÞ ¼ Hsurf þH0½1 − exp f−βðε=εsÞγg&; ð8Þ

where εs denotes the saturation density, i.e., εs ¼
2.68 × 1014 g=cm3, while Hsurf and H0 correspond to
the magnetic field strength at the stellar surface and that
for large density region. In this paper, we consider Hsurf as
a free parameter, while H0 is chosen to be H0 ¼ 5 ×Hsurf ,
which is a typical field strength at the stellar center for a
dipole magnetic field [40]. The remaining parameters, β
and γ, determine the magnetic structure inside the star. We
especially examine the stellar oscillations with ðβ; γÞ ¼
ð0.02; 3Þ and (0.05, 2), as in [41]. In Fig. 2, we show the
strength distribution of magnetic fields given by Eq. (8)
with Hsurf ¼ 1013 Gauss, where the solid and broken lines
correspond to the cases of ðβ; γÞ ¼ ð0.02; 3Þ and (0.05, 2),
respectively. With such a strength distribution of magnetic
fields, i.e.,Hsurf ¼ 1013 Gauss, one can get the relationship
between the expected strength at the stellar center, Hc, and
the stellar mass, as shown in Fig. 3.
Furthermore, we adopt the often-used shear modulus μ in

the zero temperature limit, which is derived in [42,43], i.e.,

μ ¼ 0.1194
niðZeÞ2

a
: ð9Þ

In the formula, ni, Z, and a denote the ion number
density, the charge number of the ion, and the radius of

a Wigner-Seitz cell, respectively. We remark that the shear
modulus [Eq. (9)] is derived on the assumption that the
nuclei form a body center cubic lattice due to the Coulomb
interaction in the uniform distribution of electrons, which is
averaged over all directions.

III. MAGNETIC OSCILLATIONS
WITHOUT CRUST ELASTICITY

First, we consider the stellar oscillations without the
effect of crust elasticity by setting μ ¼ 0. The newly born
neutron star, just after the supernova explosion or the
merger of binary neutron stars, may not have a crust region,
because the temperature is too high to form the crystal-
lization of crust. In this case, the restoring force of the
torsional oscillations inside the neutron stars is only the
magnetic tension, which excites the magnetic oscillations.
Thus, one can expect that the frequencies would be
proportional to the strength of the magnetic fields.
In Fig. 4, the calculated frequencies of the l ¼ 2

oscillations are shown as a function of the strength of
the magnetic fields at the stellar surface, Hsurf , for the
stellar model withM ¼ 1.4M⊙, where the solid and broken
lines correspond to the results for the strength distribution
of the magnetic fields with ðβ; γÞ ¼ ð0.02; 3Þ and (0.05, 2),
respectively. In the figure, we show the lowest five
frequencies, i.e., the fundamental oscillations and the first,
second, third, and fourth overtones, while the right panel
corresponds to the magnified figure of the left panel. In
Fig. 5, we also show the frequencies of the fundamental
oscillations, a0, in the left panel and the first overtones, a1,
in the right panel for the l ¼ 2, 3, 4, 5, and 6 oscillations
in the stellar model with M ¼ 1.4M⊙, as a function of
Hsurf , where the strength distribution of magnetic fields is
assumed to be ðβ; γÞ ¼ ð0.02; 3Þ. From both Figs. 4
and 5, as expected, one can observe that the frequencies
of the magnetic oscillations inside the neutron stars are
proportional to the strength of the magnetic fields, such as

FIG. 2 (color online). Strength distribution of magnetic fields
given by Eq. (8) with Hsurf ¼ 1013 Gauss. The solid and broken
lines correspond to the cases with ðβ; γÞ ¼ ð0.02; 3Þ and (0.05, 2),
respectively.

FIG. 3 (color online). With the strength distribution shown in
Fig. 2, the strength of magnetic fields at the stellar center, Hc, is
plotted as a function of the stellar mass, where the solid and
broken lines correspond to the cases with ðβ; γÞ ¼ ð0.02; 3Þ and
(0.05, 2), respectively.
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condition can be written as ð3μþH2ÞY0

ðþÞ ¼ H2Y0
ð−Þ,
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in [39], i.e.,

Hðε=εsÞ ¼ Hsurf þH0½1 − exp f−βðε=εsÞγg&; ð8Þ
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niðZeÞ2

a
: ð9Þ
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along the field lines inside the star is not a specific but a
continuous quantity. Additionally, the excited oscillations
inside the star with crust elasticity depend strongly on the
strength of magnetic fields. The magnetic oscillations are
only excited if the magnetic fields are strong enough, while
the oscillations in the vicinity of the stellar surface become
the crustal torsional oscillations if the magnetic fields are
weak enough [27]. In any case, the spectra of excited
magnetic oscillations should depend on the magnetic
configuration inside the star [28]. Namely, since the
magnetic fields just after the birth of a neutron star could
be highly tangled, the spectra of the stellar oscillations
might be different from those of the “clean” magnetic
configuration.
So far there have been very few examinations of the

spectra analysis for the stellar models with highly tangled
magnetic fields. At most, the stellar oscillations have been
examined in simple toy models with constant density
[24,35], where they consider the oscillations under the
assumption of uniform magnetic fields together with the
tangled fields. In such studies, the authors point out
the possibility that the existence of magnetic fields could
modify the shear modulus inside the star, i.e., the intro-
duction of an effective shear modulus. In this paper,
deriving the perturbation equations in the realistic neutron
star models, we focus especially on the highly tangled
magnetic fields so that the global magnetic structure is
negligible as an extreme case, and we systematically
examine the magnetic oscillations in such stellar models.
We remark that, since the actual field in magnetar interiors
may have the global and tangled components, the limiting
case of a purely tangled field considered in this paper may
still be far from a realistic configuration, at least for
expressing the cold neutron stars. In this examination,
we consider the magnetic oscillations with and without
crust elasticity. This is because the crust region does not
form just after the production of neutron stars, and it could
take time to appear [36]. We adopt geometric units,
c ¼ G ¼ 1, where c and G denote the speed of light
and the gravitational constant, respectively, and the metric
signature is ð−;þ;þ;þÞ in this paper.

II. LINEARIZED EQUATIONS

In general, the magnetized neutron stars are deformed
due to nonspherical magnetic pressure. However, the
magnetic energy (EM) is much smaller than the gravita-
tional binding energy (EG) even for the magnetars, where
EM=EG ∼ 10−4ðB=1016 GÞ. Thus, in this paper we neglect
the deformation due to the existence of magnetic fields.
Additionally, the stellar deformation may become signifi-
cant only when the neutron star rotates very fast. In this
paper, for simplicity, we also neglect the rotational effect,
which leads to the consequence that the stellar configura-
tion becomes spherically symmetric. The metric describing
the spherically symmetric neutron stars is given by

ds2 ¼ −e2Φdt2 þ e2Λdr2 þ r2ðdθ2 þ sin2θdϕ2Þ; ð1Þ

where Φ and Λ are the metric functions depending only
on the radial coordinate r. In particular, Λ is associated with
the mass function mðrÞ as e−2ΛðrÞ ¼ 1 − 2mðrÞ=r. We
remark that, from the metric form, the four-velocity of
the equilibrium stellar model is written as uμ¼ðe−Φ;0;0;0Þ.
The stellar models are constructed by integrating the well-
known Tolman-Oppenheimer-Volkoff equations together
with the EOS of neutron star matter. In this paper, we adopt
the EOS based on the Skyrme-type effective interaction,
the so-called SLy4, which was derived by Douchin and
Haensel [37]. The density at the crust basis predicted from
this EOS is 1.28 × 1014 g=cm3, while the maximum mass
of the neutron star becomes 2.05M⊙, where the stellar
radius is 10.0 km. In Fig. 1, we plot the stellar radius, R,
and the crust thickness, ΔR, as a function of the stellar
mass. In the same figure, we also plot the ratio of the core
radius, i.e., Rc ≡ R − ΔR, to the stellar radius with the
dotted line. From this figure, one can see that the curst
thickness is only less than 10% of the stellar radius for the
neutron stars with a mass greater than 1.4M⊙.
On such an equilibrium configuration, we consider the

axisymmetric axial perturbations, adopting the relativistic
Cowling approximation. That is, we neglect the metric
perturbations during the stellar oscillations. Since the axial
perturbations do not involve the density variation, one can
expect to determine the frequencies of the stellar oscil-
lations with reasonable accuracy even for the relativistic
Cowling approximation. The nonzero component of per-
turbed matter quantity in the axial perturbation is only δuϕ,
which is given by

δuϕ ¼ e−Φ∂tYðt; rÞbðθÞ; ð2Þ

where bðθÞ≡ sin−1θ∂θPlðcos θÞ; ∂t and ∂θ denote the
partial derivative with respect to t and θ, respectively;
Yðt; rÞ denotes the radial dependence of the angular

FIG. 1 (color online). The stellar radius, R, and the crust
thickness, ΔR, as a function of the stellar mass constructed with
the SLy4 EOS. In addition, the ratio of the core radius to the
stellar radius, Rc=R, is also plotted with the dotted line.
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H (ε / ε s ) = Hsurf + H0 1− exp −β(ε / ε s )
γ{ }⎡⎣ ⎤⎦
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lan ¼ lcn ×
Hsurf

1013 Gauss
; ð10Þ

where lan denotes the frequencies of the lth magnetic
oscillations with the number of radial nodes, n, while lcn is
a proportionality constant depending on the stellar model
and the strength distribution of the magnetic fields.
We remark that, among many axial type oscillations,

the l ¼ 2 fundamental oscillation, i.e., 2a0, is the lowest
frequency theoretically expected. Thus, there are many
eigenfrequencies above the line for 2a0 in Fig. 4, depending
on the values of l and n, but one cannot expect the
existence of the eigenfrequencies below the line for 2a0.
The coefficient in Eq. (10) for the fundamental oscil-

lations, lc0, the first overtones, lc1, and the second
overtones, lc2 with respect to the l ¼ 2, 3, 4, 5, and 6
oscillations are shown in Fig. 6 as a function of the stellar
mass, where the strength distribution of magnetic fields is
assumed to be ðβ; γÞ ¼ ð0.02; 3Þ. Figure 7 is the same as
Fig. 6, but for ðβ; γÞ ¼ ð0.05; 2Þ. We remark that the
values of lcn in Figs. 6 and 7 are equivalent to the
corresponding frequencies, lan, for the stellar model with
Hsurf ¼ 1013 Gauss, as seen in Eq. (10).

In both figures, the dependence of the coefficient in
Eq. (10) on the stellar mass is qualitatively very similar,
because we adopt the specific strength distribution of
magnetic fields such as Eq. (8). Nevertheless, the frequen-
cies depend a little on the parameters of the magnetic
distribution. That is, from Fig. 6, one observes that the
coefficient in Eq. (10) for the strength distribution with
ðβ; γÞ ¼ ð0.02; 3Þ becomes almost constant in the wide
range of the stellar mass. On the other hand, from Fig. 7,
one observes that the coefficient in Eq. (10) for ðβ; γÞ ¼
ð0.05; 2Þ decreases gradually as the stellar mass increases,
compared with Fig. 6. This difference must come from the
difference in the strength distribution of magnetic fields.
Since the EOS of neutron star matter is still unknown, it is
quite difficult to extract the information about the magnetic
distributions inside the neutron star via the oscillation
spectra. However, after one constrained the EOS for
neutron stars via various future observations, it may be
possible to get an imprint of the strength distribution of
magnetic fields by the observations of the oscillation
spectra, with the help of the observation of the stellar mass.
Furthermore, we find a qualitative difference in the

spectra of magnetic oscillations inside neutron stars with

FIG. 4 (color online). The lowest five frequencies of the l ¼ 2 torsional oscillations in the neutron star with highly tangled magnetic
fields for the stellar model withM ¼ 1.4M⊙, as a function of the strength of magnetic fields at the stellar surface,Hsurf . In the figure, the
solid and broken lines correspond to the frequencies obtained from the strength distribution of magnetic fields with ðβ; γÞ ¼ ð0.02; 3Þ
and (0.05, 2), respectively. The right panel is the magnified figure of the left panel.

FIG. 5 (color online). The frequencies of the fundamental oscillations, a0, in the left panel and the first overtones, a1, in the right panel
for the l ¼ 2, 3, 4, 5, and 6 oscillations in the stellar model with M ¼ 1.4M⊙, as a function of Hsurf , where the strength distribution of
magnetic fields is assumed to be ðβ; γÞ ¼ ð0.02; 3Þ.
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highly tangled magnetic fields compared to the situation
with purely dipole magnetic fields. That is, the spectra in
the case of purely dipole magnetic fields become continu-
ous due to the differences of the lengths of magnetic field
lines inside the star [18,21–23], while those with highly
tanged magnetic fields become discrete.

IV. MAGNETIC OSCILLATIONS
WITH CRUST ELASTICITY

Now, we consider the magnetic oscillations with the
effect of crust elasticity. In Fig. 8, we show the lowest three
frequencies of the l ¼ 2 oscillations with the solid lines for
the stellar model with M ¼ 1.4M⊙ and ðβ; γÞ ¼ ð0.02; 3Þ,
as a function of Hsurf , where the results without the crust
elasticity are also shown with the dotted lines for reference.
From this figure, one can observe that the effect of crust
elasticity on the frequencies would disappear for the stellar
model with stronger magnetic fields. This behavior is the
same as in the case with the pure dipole magnetic fields
[25,27]. This is why the Alfvén velocity, defined as
vA ≡H=

ffiffiffi
ε

p
, dominates inside a star with a magnetic field

stronger than a critical strength, where the shear velocity
characterized by the crust elasticity, vs ≡ ðμ=εÞ1=2,
becomes relatively negligible. The typical value of the
critical strength of the magnetic fields is considered so that
the Alfvén velocity becomes equivalent to the shear
velocity at the crust basis (r ¼ Rc) [17]. With the shear
modulus given by Eq. (9) and the SLy4 EOS adopted in this

paper, one can determine the typical value of the critical
strength at the crust basis to be H ¼ 1.52 × 1015 Gauss,
which leads to the strength at the stellar surface Hsurf ¼
1.50 × 1015 and 1.44 × 1015 Gauss for ðβ; γÞ ¼ ð0.02; 3Þ
and (0.05, 2), respectively. In fact, the difference between
the frequencies with and without crust elasticity can
disappear for the magnetic fields stronger than Hsurf ≃
1.50 × 1015 in Fig. 8. Here, we show only the case with

FIG. 6 (color online). The coefficient in Eq. (10) for the fundamental oscillations, lc0, in the left panel, the first overtones, lc1, in the
middle panel, and the second overtones, lc2, in the right panel for the l ¼ 2, 3, 4, 5, and 6 oscillations as a function of the stellar mass,
where the strength distribution of magnetic fields is assumed to be ðβ; γÞ ¼ ð0.02; 3Þ.

FIG. 7 (color online). Same as Fig. 6, but for the strength distribution of magnetic fields with ðβ; γÞ ¼ ð0.05; 2Þ.

FIG. 8 (color online). The lowest three frequencies of the l ¼ 2
oscillations in the stellar model withM ¼ 1.4M⊙ for the strength
distribution with ðβ; γÞ ¼ ð0.02; 3Þ, shown as a function of Hsurf ,
where the solid and dotted lines correspond to the results with and
without crust elasticity. The horizontal dot-dashed lines denote
the frequencies of the l ¼ 2 crustal torsional oscillations without
magnetic fields.

HAJIME SOTANI PHYSICAL REVIEW D 92, 104024 (2015)

104024-6

highly tangled magnetic fields compared to the situation
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FIG. 6 (color online). The coefficient in Eq. (10) for the fundamental oscillations, lc0, in the left panel, the first overtones, lc1, in the
middle panel, and the second overtones, lc2, in the right panel for the l ¼ 2, 3, 4, 5, and 6 oscillations as a function of the stellar mass,
where the strength distribution of magnetic fields is assumed to be ðβ; γÞ ¼ ð0.02; 3Þ.

FIG. 7 (color online). Same as Fig. 6, but for the strength distribution of magnetic fields with ðβ; γÞ ¼ ð0.05; 2Þ.

FIG. 8 (color online). The lowest three frequencies of the l ¼ 2
oscillations in the stellar model withM ¼ 1.4M⊙ for the strength
distribution with ðβ; γÞ ¼ ð0.02; 3Þ, shown as a function of Hsurf ,
where the solid and dotted lines correspond to the results with and
without crust elasticity. The horizontal dot-dashed lines denote
the frequencies of the l ¼ 2 crustal torsional oscillations without
magnetic fields.
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lan ¼ lcn ×
Hsurf

1013 Gauss
; ð10Þ

where lan denotes the frequencies of the lth magnetic
oscillations with the number of radial nodes, n, while lcn is
a proportionality constant depending on the stellar model
and the strength distribution of the magnetic fields.
We remark that, among many axial type oscillations,

the l ¼ 2 fundamental oscillation, i.e., 2a0, is the lowest
frequency theoretically expected. Thus, there are many
eigenfrequencies above the line for 2a0 in Fig. 4, depending
on the values of l and n, but one cannot expect the
existence of the eigenfrequencies below the line for 2a0.
The coefficient in Eq. (10) for the fundamental oscil-

lations, lc0, the first overtones, lc1, and the second
overtones, lc2 with respect to the l ¼ 2, 3, 4, 5, and 6
oscillations are shown in Fig. 6 as a function of the stellar
mass, where the strength distribution of magnetic fields is
assumed to be ðβ; γÞ ¼ ð0.02; 3Þ. Figure 7 is the same as
Fig. 6, but for ðβ; γÞ ¼ ð0.05; 2Þ. We remark that the
values of lcn in Figs. 6 and 7 are equivalent to the
corresponding frequencies, lan, for the stellar model with
Hsurf ¼ 1013 Gauss, as seen in Eq. (10).

In both figures, the dependence of the coefficient in
Eq. (10) on the stellar mass is qualitatively very similar,
because we adopt the specific strength distribution of
magnetic fields such as Eq. (8). Nevertheless, the frequen-
cies depend a little on the parameters of the magnetic
distribution. That is, from Fig. 6, one observes that the
coefficient in Eq. (10) for the strength distribution with
ðβ; γÞ ¼ ð0.02; 3Þ becomes almost constant in the wide
range of the stellar mass. On the other hand, from Fig. 7,
one observes that the coefficient in Eq. (10) for ðβ; γÞ ¼
ð0.05; 2Þ decreases gradually as the stellar mass increases,
compared with Fig. 6. This difference must come from the
difference in the strength distribution of magnetic fields.
Since the EOS of neutron star matter is still unknown, it is
quite difficult to extract the information about the magnetic
distributions inside the neutron star via the oscillation
spectra. However, after one constrained the EOS for
neutron stars via various future observations, it may be
possible to get an imprint of the strength distribution of
magnetic fields by the observations of the oscillation
spectra, with the help of the observation of the stellar mass.
Furthermore, we find a qualitative difference in the

spectra of magnetic oscillations inside neutron stars with

FIG. 4 (color online). The lowest five frequencies of the l ¼ 2 torsional oscillations in the neutron star with highly tangled magnetic
fields for the stellar model withM ¼ 1.4M⊙, as a function of the strength of magnetic fields at the stellar surface,Hsurf . In the figure, the
solid and broken lines correspond to the frequencies obtained from the strength distribution of magnetic fields with ðβ; γÞ ¼ ð0.02; 3Þ
and (0.05, 2), respectively. The right panel is the magnified figure of the left panel.

FIG. 5 (color online). The frequencies of the fundamental oscillations, a0, in the left panel and the first overtones, a1, in the right panel
for the l ¼ 2, 3, 4, 5, and 6 oscillations in the stellar model with M ¼ 1.4M⊙, as a function of Hsurf , where the strength distribution of
magnetic fields is assumed to be ðβ; γÞ ¼ ð0.02; 3Þ.
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FIG. 8: The lowest three frequencies of the ℓ = 2 oscillations in the stellar model with M = 1.4M⊙ for the strength distribution with
(β, γ) = (0.02, 3), are shown as a function of Hsurf , where the solid and dotted lines correspond to the results with and without crust
elasticity. The horizontal dot-dashed lines denote the frequencies of the ℓ = 2 crustal torsional oscillations without the magnetic fields.
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FIG. 9: Relative deviation between the ℓ = 2 frequencies with and without the crust elasticity as a function of Hsurf , where n = 0, 1, and 2
correspond to the fundamental oscillations, 1st, and 2nd overtones, respectively. The relative deviation is defined by Eq. (11).

IV. MAGNETIC OSCILLATIONS WITH CRUST ELASTICITY

Now, we consider the magnetic oscillations with the effect of crust elasticity. In Fig. 8, we show the lowest three frequencies
of the ℓ = 2 oscillations with the solid lines for the stellar model with M = 1.4M⊙ and (β, γ) = (0.02, 3), as a function of
Hsurf , where the results without the crust elasticity are also shown with the dotted lines for reference. From this figure, one
can observe that the effect of crust elasticity on the frequencies would disappear for the stellar model with stronger magnetic
fields. This behavior is the same as in the case with the pure dipole magnetic fields [25, 27]. This is why that the Alfvén
velocity defined as vA ≡ H/

√
ε dominates inside the star with the magnetic field stronger than a critical strength, where the

shear velocity charactered by the crust elasticity, vs ≡ (µ/ε)1/2, becomes relatively negligible. The typical value of the critical
strength of the magnetic fields is considered so that the Alfvén velocity becomes equivalent to the shear velocity at the crust basis
(r = Rc) [17]. With the shear modulus given by Eq. (9) and the SLy4 EOS adopted in this paper, one can determine the typical
value of the critical strength at the crust basis to be H = 1.52 × 1015 Gauss, which leads to the strength at the stellar surface
Hsurf = 1.50 × 1015 and 1.44 × 1015 Gauss for (β, γ) = (0.02, 3) and (0.05, 2), respectively. In fact, the difference between
the frequencies with and without crust elasticity can disappear for the magnetic fields stronger than Hsurf ≃ 1.50× 1015 in Fig.
8. Here, we show only the case with (β, γ) = (0.02, 3), but the results with (β, γ) = (0.05, 2) are quite similar to Fig. 8.

On the other hand, we find that the frequencies for the stellar model with weak magnetic fields, which deviate from those with-
out the crust elasticity, become completely different from the frequencies of the crustal torsional oscillations without magnetic
fields. In Fig. 8, the horizontal dot-dashed lines correspond to the frequencies of the ℓ = 2 crustal torsional oscillations without
magnetic fields, which denotes ℓtn for the frequencies of the ℓ-th oscillations with the number of the radial nodes, n. That is,
2t0 and 2t1 are the frequencies of the fundamental oscillations and 1st overtone for ℓ = 2 torsional oscillations, which become
2t0 = 25.5 Hz and 2t1 = 820.8 Hz for the stellar model with M = 1.4M⊙. Such behavior of the frequencies with respect to
the strength of the magnetic fields must be a feature owing to the highly tangled magnetic fields inside the star. Actually, it was
shown that, for the stellar models with purely dipole magnetic fields, the oscillations excited in the vicinity of the stellar surface
become the crustal torsional oscillations, if the strength of magnetic fields would be weak [27].
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FIG. 11: Relative deviation of the frequencies of 2an with n = 0, 1, and 2 for the various stellar models from those for the stellar model
with M = 1.4M⊙, as a function of Hsurf , where the relative deviation is defined by Eq. (12) and the parameter in the strength distribution of
magnetic fields are (β, γ) = (0.02, 3).
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FIG. 12: Same as Fig. 11, but for the fundamental oscillations with ℓ = 3, 4, and 5.

strength are less dependent on the stellar mass, which is less than a few % difference from the frequency expected for the stellar
model with M = 1.4M⊙. In addition, the frequencies of the ℓ-th fundamental magnetic oscillations depend on the stellar mass
for the strong magnetic fields, whose dependence should be similar to Fig. 6 for the magnetic oscillations without the effect of
crust elasticity, because the magnetic oscillations under the strong magnetic fields are almost independent of the existence of the
crust elasticity. On the other hand, the frequencies of the overtones of magnetic oscillations depend on the stellar mass not only
in the strong field regime but also in the weak field regime, as shown in Fig. 11.

Due to such a complex dependence of the frequencies on the stellar mass, the spectra from the neutron stars with highly
tangled magnetic fields also become complex especially in the range of Hsurf ∼ H̃/10 − H̃. As an example, we show that
the frequencies, ℓan, for ℓ = 2, 3, 4, and 5, and n = 0, 1, 2, 3, and 4 expected in the neutron stars with M = 1.4M⊙ in Fig.
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FIG. 13: Various eigenfrequencies, ℓan for the stellar model with M = 1.4M⊙ and (β, γ) = (0.02, 3) in the short range of Hsurf , where we
show the frequencies for ℓ = 2, 3, 4, and 5 and n = 0, 1, 2, 3, and 4. That is, the frequencies for Hsurf = 7 × 1014 Gauss correspond to 2a0,
3a0, 4a0, 2a1, 5a0, 3a1, 4a1, 2a2, 5a1, 3a2, 4a2, 2a3, 5a2, 3a3, 4a3, 2a4, 5a3, 3a4, 4a4, and 5a4 in order from bottom to top.
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FIG. 10: In the left panel, the frequencies of the ℓ = 2, 3, and 4 fundamental magnetic oscillations, 2a0, 3a0, and 4a0, are shown as a function
of Hsurf for the stellar model with M = 1.4M⊙ and (β, γ) = (0.02, 3), where the frequencies of the ℓ = 2, 3, and 4 fundamental torsional
oscillations, 2t0, 3t0, and 4t0 for reference. In the right panel, the relative deviation between the frequencies with and without crust elasticity
is shown as a function of Hsurf .

In order to clearly see the difference in the frequencies due to the existence of the crust elasticity, we also calculate the relative
deviation between the ℓ = 2 frequencies with and without crust elasticity, which is shown in Fig. 9 as a function of Hsurf . Here,
the relative deviation is calculated by

ℓ∆n = ℓaw
n − ℓawo

n

ℓawo
n

, (11)

where ℓaw
n and ℓawo

n denote the frequencies with and without crust elasticity, respectively, for the ℓ-th magnetic oscillations with
the number of the radial nodes, n. In this figure, the solid, broken, and dotted lines correspond to the relative deviation for the
fundamental oscillations (n = 0), the 1st overtones (n = 1), and the 2nd overtones (n = 2), respectively. From this figure,
we find that the effect of the crust elasticity appears stronger in the oscillations with smaller radial nodes. Additionally, we
observe that the relative deviation from the frequencies without the crust elasticity seems to be almost constant if the strength
of the magnetic fields is significantly weak. In other words, the relative deviation, 2∆n, depends on the magnetic field strength
in the range between ∼ H̃/10 and ∼ H̃, where H̃ denotes the typical critical field strength at the stellar surface so that the
shear velocity becomes equivalent to the Alfvén velocity at the crust basis, i.e., H̃ = 1.50 × 1015 Gauss for the stellar model
constructed with the SLy4 EOS and (β, γ) = (0.02, 3), as mentioned before.

In the left panel of Fig. 10, we show the frequencies of the ℓ = 2, 3, and 4 fundamental magnetic oscillations, 2a0, 3a0, and
4a0, as a function of Hsurf for the stellar model with M = 1.4M⊙ and (β, γ) = (0.02, 3), while in the right panel of Fig. 10
the relative deviation between the frequencies with and without crust elasticity as a function of Hsurf . As with the frequencies
of ℓ = 2 magnetic oscillations shown in Fig. 8, the effect of the crust elasticity can disappear for the stellar model with strong
magnetic fields. For reference, we also show the ℓ = 2, 3, and 4 fundamental torsional oscillations, 2t0, 3t0, and 4t0, in the left
panel of Fig. 10, from which one observes that the frequencies of the ℓ-th magnetic oscillations for the stellar model with weak
magnetic fields are completely different from those of the torsional oscillations. Meanwhile, from the right panel, we find that
the effect of crust elasticity become stronger for the magnetic oscillations with lower ℓ for the stellar model with weak magnetic
fields, and also that ℓ∆0 depends strongly on the magnetic field strength in the range between ∼ H̃/10 and ∼ H̃ again as in Fig.
9.

Moreover, in order to see how the frequencies of magnetic oscillations could be shifted for the different stellar models, we
focus on the relative deviation of the frequencies from those for the stellar model with M = 1.4M⊙. So, the relative deviation
is evaluated by

ℓδn = ℓa14
n − ℓaM

n

ℓa14
n

, (12)

where ℓa14
n and ℓaM

n denote the frequencies of the ℓ-th magnetic oscillations with the number of the radial nodes, n, for the
neutron star models with M = 1.4M⊙ and with the stellar mass, M , respectively. Then, using the calculated frequencies of
magnetic oscillations for the various stellar models, we show the values of 2δn for n = 0, 1, and 2 in Fig. 11, and ℓδ0 for ℓ = 3, 4,
and 5 in Fig. 12 as a function of Hsurf . From the both figures, one can observe that the relative deviation, ℓδn, depends strongly
on the magnetic field strength in the range of Hsurf ∼ H̃/10 − H̃, while ℓδn becomes almost constant in the other region of
the field strength. The behaviors of the relative deviation for the ℓ-th fundamental magnetic oscillations, ℓδ0, are very similar to
each other at least up to ℓ = 5. In particular, we find that the frequencies of the ℓ-th fundamental oscillations for the weak field

strength. The behaviors of the relative deviation for the lth
fundamental magnetic oscillations, lδ0, are very similar to
each other at least up to l ¼ 5. In particular, we find
that the frequencies of the lth fundamental oscillations for
the weak field strength are less dependent on the stellar
mass, which is less than a few percent difference from the
frequency expected for the stellar model withM ¼ 1.4M⊙.
In addition, the frequencies of the lth fundamental mag-
netic oscillations depend on the stellar mass for the strong
magnetic fields, whose dependence should be similar to
Fig. 6 for the magnetic oscillations without the effect of
crust elasticity, because the magnetic oscillations under the

strong magnetic fields are almost independent of the
existence of the crust elasticity. On the other hand, the
frequencies of the overtones of magnetic oscillations
depend on the stellar mass not only in the strong field
regime but also in the weak field regime, as shown
in Fig. 11.
Due to such a complex dependence of the frequencies on

the stellar mass, the spectra from the neutron stars with
highly tangled magnetic fields also become complex
especially in the range of Hsurf ∼ ~H=10 − ~H. As an
example, we show the frequencies, lan, for l ¼ 2, 3, 4,
and 5, and n ¼ 0, 1, 2, 3, and 4 expected in the neutron stars

FIG. 10 (color online). In the left panel, the frequencies of the l ¼ 2, 3, and 4 fundamental magnetic oscillations, 2a0, 3a0, and 4a0, are
shown as a function of Hsurf for the stellar model with M ¼ 1.4M⊙ and ðβ; γÞ ¼ ð0.02; 3Þ, with the frequencies of the l ¼ 2, 3, and 4
fundamental torsional oscillations, 2t0, 3t0, and 4t0 for reference. In the right panel, the relative deviation between the frequencies with
and without crust elasticity is shown as a function of Hsurf .

FIG. 11 (color online). Relative deviation of the frequencies of 2an with n ¼ 0, 1, and 2 for the various stellar models as a
function of Hsurf , where the relative deviation is defined by Eq. (12) and the parameters in the strength distribution of magnetic
fields are ðβ; γÞ ¼ ð0.02; 3Þ.

FIG. 12 (color online). Same as Fig. 11, but for the fundamental oscillations with l ¼ 3, 4, and 5.
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Deformation of thin-shell 
gravastars�

Nami Uchikata (Rikkyo University, Japan)
 

Paolo Pani (Sapienza University of Rome, Italy & 
Instituto Superior Tecnico, Portugal) 

Shijun Yoshida (Tohoku University, Japan)�

Gravastars�
l  Mazur & Mottola (2004)

Gravitational Vacuum Stars

Compact object model alternative to black holes 
without the event horizon.

During the gravitational collapse, a quantum phase 
transition occurs before the event horizon is formed.
                                          (e.g. Gliner 1966, Markov 1982) 
 

cosmological constant (de Sitter) + thin shell 
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l  Mazur & Mottola (2004)
Spherically symmetric, as compact as black holes.

R : radius of the shell, L : de Sitter horizon radius 
To prevent the formation of the event horizon, 

ds2 = − f (r)dt2 + dr2

f (r)
+ r2 dθ 2 + sinθ 2dφ 2( )

f (r) =
1− r

2

L2
= f −(r)( )

1− 2M
r

= f +(r)( )

r < R( )
r > R( )

2M < R < L

�eformation of gravastars�

l  Rotational deformation � quadrupole moment, Q

l  Tidal deformation � tidal Love number,�
  Ratio of the induced quadrupole moment to the 
perturbing tidal field.

l  Moment of inertia, I

 I-Love-Q relations for gravastars

�
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The universality of  
I-Love-Q relations �

Yagi & Yunes (2013)
I-Love-Q relations do not depend sensitively on 
neutron star’s inner structure, or the equation of 
state.

�

Our purpose�

l  To investigate the behaviour of I-Love-Q relations 
in the black hole limit.

l  We use a thin-shell gravastar model, since it is 
more compact than neutron stars. (Pani 2015)

l  Also, we know the solutions of slowly rotating 
thin-shell gravastars. (Uchikata & Yoshida 2015)
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l  Rotational deformation ( quadrupole moment, Q)
   isolated and slowly rotating stars

l  Tidal deformation (tidal Love number,�)
  a static star in a static tidal field

Quadrupole deformation 
 The similar derivation is used.

φ = Alr
l +

Bl
rl+1

⎛

⎝
⎜

⎞

⎠
⎟Pl cosθ( )

l
∑Δφ = 0

Newtonian potential�
quadrupole �eformation � l=2�

Legendre
polynomial�

Perturbation�

l  Rotational quadrupole moment
   � Slow rotation approximation
  (rotational effect is perturbative)
                                    
l  Tidal Love number
    (tidal effect is perturbative)
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l   Metric (Hartle 1967, Hartle & Thorne 1968)

 
                  
                                         (+:outside the shell, -:inside the shell) 

gtt ≈ −(1+ 2φ)

f (r) =
1− r

2

L2
= f −(r)( )

1− 2M
r

= f +(r)( )

r < R( )
r > R( )

l  inside the shell (Einstein eq. with �>0)

l  outside the shell (vacuum Einstein eq.)
slowly rotating case (regular at infinity)

tidal Love number case                               
                                                                           (Hinderer 2008) h+2 = c1P2

2 r
M −1( )+ c2Q2

2 r
M −1( )

L = 3
Λ

→ 3c1
r
M
⎛

⎝
⎜

⎞

⎠
⎟
2

+O(r)+ 8
5
c2

M
r

⎛

⎝
⎜

⎞

⎠
⎟
3

+O(r−4 )

λ =
8M 5

45
c2
c1

r→∞( )

Q =
J 2

M
+
8
5
BM 3

induced quadrupole moment�tidal field�

integration constant 

(c1 and c2 : integration constants) 

constant angular momentum 

associated  
Legendre functions�
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shell�
l  Location of the shell
                                                                          A+=1, A-=const. 

l  Stress energy tensor of the shell

l  Expansions

l  Equation of state
                                                    (k,n : constants)�

x±( )
µ
= A±T,R+ε 2ξ ±,Θ,Φ( )

ξ ± = ξ ±
0 +ξ

±
2P2 (cosθ )

σ =σ 0 +ε
2 δσ 0 +δσ 2P2 (cosθ ){ }

p = p0 +ε
2 δp0 +δp2P2 (cosθ ){ }

p = kσ
1+1
n

hab:induced metric
Kab:extrinsic curvature
K=Kabhab�

σ 0 =
f −(R) − f +(R)

4πR

p0 = −
1
8π

M − R
f +(R)

+ R
1− 2R

2

L2

f −(R)

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

energy density�

pressure�

Results�
Dimensionless quantities and the black hole limit

l  moment of inertia

l  Love number

l  Quadrupole moment�

I = J
Ω
→ aM a

r+
2 + a2

⎛

⎝
⎜

⎞

⎠
⎟

−1

≈ 4M 3, I = I
M 3 → 4

λ =
λ
M 5 → 0

Q =
QM
J 2

=1+ 8BM
4

J 2
→1
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p = kσ
1+1
n

Solutions for n=1 (rescaled by L=1)�

λ

M/R� � black hole�

I Q

λ
�black hole � �black hole �
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l  ellipticity due to the rotation�

-0.8

-0.4
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 1.2

 0.2  0.25  0.3  0.35  0.4  0.45  0.5

e2

c

k=3
k=4
k=5
k=6
k=7

M/R�

e2
ε 2
≡ −3 k±2 (R)+

ξ ±
2
R

#

$
%

&

'
(

� black hole�

l  Negative Love number and prolate shape shell
  � Pani (2015) also obtained similar results for            .

l  Slowly rotating prolate shell is obtained.
                 (De la Cruz & Israel 1968, Pfister & Braun 1985, 1986)
Slowly rotating thin shell in a vacuum spacetime 
obtained by matching two spacetimes.
(The same formalism.)

 

σ 0 = 0
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Summary�
l  We have calculated the I-Love-Q relations for 

gravastars.

l  Unlike neutron stars, most solutions have 
negative tidal Love number.

l  The relations are almost independent of the 
equation of state in the black hole limit.

667



“Primordial non-Gaussianities of gravitational waves beyond Horndeski”

by Yuji Akita

[JGRG25(2015)5a5]

668



JGRG 2015 @YITP

Primordial non-Gaussianities of 
gravitational waves beyond 
Horndeski

Collaborator:  Tsutomu Kobayashi (Rikkyo) 

Yuji Akita  (Rikkyo Univ.)

arXiv: 1512.01380 [hep-th] 

✤ 1.  Introduction & Motivation

✤ 2.  ADM decomposition of scalar-tensor theories  
     —— General framework

✤ 3.  The Lagrangians 
     —— second and cubic order

✤ 4.  Results

Talk Plan

669



✤ 1.  Introduction & Motivation

✤ 2.  ADM decomposition of scalar-tensor theories  
     —— General framework

✤ 3.  The Lagrangians 
     —— second and cubic order

✤ 4.  Results

Talk Plan

✤ Inflation
✤ Almost perfect standard scenario 
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Horndeski theory
✤ The most general single-scalar-tensor theory  

with 2nd order e.o.m.
Lp
�g

= G2(�, X)�G3(�, X)⇤�+G4(�, X)R

+G4,X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

+G5(�, X)Gµ⌫rµr⌫�� 1

6
G5,X

⇥
(⇤�)3 + . . .

⇤

Horndeski (1974); Deffayet, et al. (2011); TK, Yamaguchi, Yokoyama (2011)

✤ 4-arbitrary functions of     and                               .� X = �1

2
gµ⌫@µ�@⌫�

✤ No       term.k4 Further generalization?

ADM decomposition

✤ Take                    as constant time hypersurfaces

✤ ADM form of Horndeski

� = const

G(�, X) = G(�(t), �̇2(t)/2N2) = A(t,N)

R = R(3) +KijK
ij �K2 + · · ·

rµr⌫� ⇠ Kij

L
N
p
�

= A2(t,N) +A3(t,N)K +B4(t,N)R(3)

� (B4 +NB4,N )
�
K2 �K2

ij

�
+B5(t,N)G(3)

ij Kij + · · ·

✤ 4-arbitrary functions of     and     .t N
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ADM decomposition

Lp
�g

= A2(t,N) +A3(t,N)K +A4(t,N)
�
K2 �KijK

ij
�
+B4(t,N)R

+A5(t,N)
�
K3 � 3KKijK

ij + 2KijK
jkKi

k

�
+B5(t,N)Kij

✓
Rij �

1

2
gijR

◆
,

Horndeski in ADM form

with

A4 = �B4 �N
@B4

@N
, A5 =

N

6

@B5

@N
 4 arbitrary functions  

Extensions from Horndeski
Gleyzes, et al. (2014)✤ GLPV theory

Lp
�g

= A2(t,N) +A3(t,N)K +A4(t,N)
�
K2 �KijK

ij
�
+B4(t,N)R

+A5(t,N)
�
K3 � 3KKijK

ij + 2KijK
jkKi

k

�
+B5(t,N)Kij

✓
Rij �

1

2
gijR

◆
,

with

A4 = �B4 �N
@B4

@N
, A5 =

N

6

@B5

@N
 4 arbitrary functions  

Horndeski in ADM form
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Extensions from Horndeski
Gleyzes, et al. (2014)✤ GLPV theory

Lp
�g

= A2(t,N) +A3(t,N)K +A4(t,N)
�
K2 �KijK

ij
�
+B4(t,N)R

+A5(t,N)
�
K3 � 3KKijK

ij + 2KijK
jkKi

k

�
+B5(t,N)Kij

✓
Rij �

1

2
gijR

◆
,

with

A4 = �B4 �N
@B4

@N
, A5 =

N

6

@B5

@N
 4 arbitrary functions  

Horndeski in ADM form

Extensions from Horndeski
Gleyzes, et al. (2014)✤ GLPV theory

Lp
�g

= A2(t,N) +A3(t,N)K +A4(t,N)
�
K2 �KijK

ij
�
+B4(t,N)R

+A5(t,N)
�
K3 � 3KKijK

ij + 2KijK
jkKi

k

�
+B5(t,N)Kij

✓
Rij �

1

2
gijR

◆
,

New 2 functions:  A4 and A5 

with

A4 = �B4 �N
@B4

@N
, A5 =

N

6

@B5

@N
 4 arbitrary functions  

✤ Higher order derivatives remaining d.o.f

Horndeski in ADM form
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Extensions from Horndeski

L
N
p
�

= A2(t,N) +A3(t,N)K +B4(t,N)R(3)

+A4(t,N)K2 � eA4(t,N)KijK
ij + · · ·

Gao. (2014)✤ Unifying framework

✤ Add new terms preserving spatial covariance

✤ GLPV theory
Lp
�g

= A2(t,N) +A3(t,N)K +A4(t,N)
�
K2 �KijK

ij
�
+B4(t,N)R

+A5(t,N)
�
K3 � 3KKijK

ij + 2KijK
jkKi

k

�
+B5(t,N)Kij

✓
Rij �

1

2
gijR

◆
,

✤ Retains same structure, yielding same d.o.f

✤ 1.  Introduction & Motivation

✤ 2.  ADM decomposition of scalar-tensor theories  
     —— General framework

✤ 3.  The Lagrangians 
     —— second and cubic order

✤ 4.  Results

Talk Plan
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The Lagrangians
✤ Start from Unifying framework: Gao. (2014)

— including beyond Horndeski, k-essence, ghost condensate…

✤ Focus on gravitational waves
— Power spectrum, non-Gaussianities

✤ Relevant terms to tensor perturbations:
Lp
�g

= ed1R+ ed3Rj
iR

i
j + d7R

j
iR

k
jR

i
k +eb2�Kj

i �K
i
j + c3�K

j
i �K

k
j �K

i
k

+ea2Rj
i �K

i
j + a7R

j
iR

k
j �K

i
k + b6R

j
i �K

k
j �K

i
k 8 terms.

✤ Subclass GLPV: ed1, eb2, c3, and ea2 We have 4 new terms!

The Lagrangians
✤ Start from Unifying framework: Gao. (2014)

— including beyond Horndeski, k-essence, ghost condensate…

✤ Quadratic:

S =
1

8

Z
dtd3x a

3

"
GT ḣ

2
ij �

FT

a

2
(@khij)

2 + 2
d̃3

a

4

�
@

2
hij

�2
#
,

✤ Focus on gravitational waves
— Power spectrum, non-Gaussianities
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The Lagrangians
✤ Start from Unifying framework: Gao. (2014)

— including beyond Horndeski, k-essence, ghost condensate…

✤ Quadratic:

S =
1

8

Z
dtd3x a

3

"
GT ḣ

2
ij �

FT

a

2
(@khij)

2 + 2
d̃3

a

4

�
@

2
hij

�2
#
,

�Kij�K
ij R

Ri
j�K

j
i

Ri
jR

j
i

✤ Focus on gravitational waves
— Power spectrum, non-Gaussianities

Linear order
✤ Quadratic:

S =
1

8

Z
dtd3x a

3

"
GT ḣ

2
ij �

FT

a

2
(@khij)

2 + 2
d̃3

a

4

�
@

2
hij

�2
#
,

✤ Key feature:

!2 = c2hk
2 + ✏2k4⌘2 c2h :=

FT

GT
, ✏2 := �2H2

ed3
GT

.with

✤ Exact solution: Whittaker function 

✤ Power spectrum

Ph(k) = 2
H2

⇡2

G1/2
T

F3/2
T

|F (✏/c2h)|2 Coincide with Fujita et al
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Methods

✤ In-in formalism Maldacena 2002

hehi1j1(k1)ehi2j2(k2)ehi3j3(k3)i = �i

Z t

t0

dt0
Dh

ehi1j1(t,k1)ehi2j2(t,k2)ehi3j3(t,k3), Hint(t
0)
iE

,

This cannot be integrated ! (due to Whittaker function)

✤ Approximation form of Whittaker function
a
pGT

2
 k = F (�)
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p
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� i
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+ 1� �
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i
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8
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+O(�3)

�

where y := chk⌘ and � := ✏/c2h

Include         perturbatively✏

Interaction terms
✤ Cubic action
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Z
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⇢
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8
ḣ

j
i ḣ
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✤ 6 interaction terms
c3, FT , a7, b6, d7, d̃3
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Interaction terms
✤ Cubic action

S =

Z
dtd3x a3

⇢
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✤ 6 interaction terms
c3, FT , a7, b6, d7, d̃3

Horndeski case

Interaction terms
✤ Cubic action

S =

Z
dtd3x a3

⇢
c3

8
ḣ

j
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k +
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kḣ

k
j @

2
h

j
i

+
e
d3

a

4
@

2
hij


1

2
hik,lhjl,k + hkl

✓
hik,lj �

1

4
hkl,ij �

1

2
hij,kl

◆�

� d7

8a6
@

2
h

j
i@

2
h

k
j @

2
h

i
k

�
.

✤ 6 interaction terms
c3, FT , a7, b6, d7, d̃3

✤ GLPV subclass: a7 = b6 = ed3 = d7 = 0

no new interactions when Horndeski → GLPV

Horndeski case
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Interaction terms
✤ Cubic action

S =

Z
dtd3x a3

⇢
c3

8
ḣ

j
i ḣ
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FT
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✤ 6 interaction terms
c3, FT , a7, b6, d7, d̃3

✤ GLPV subclass: a7 = b6 = ed3 = d7 = 0

no new interactions when Horndeski → GLPV

New terms in Gao’s framework

Horndeski case

✤ For polarization modes                                  ,

non-Gaussianities

hehi1j1(k1)ehi2j2(k2)ehi3j3(k3)i = (2⇡)7�(3)(k1 + k2 + k3)
P2
h

k31k
3
2k

3
3

Ai1j1i2j2i3j3

✤ Three point correlation function

Ai1j1i2j2i3j3 =
X

•=c3,a7,···

✓
A(•)

i1j1i2j2i3j3
+

✏2

c4h
C(•)
i1j1i2j2i3j3

◆

Leading + Correction

⇠(s)(k) = h̃ij(k)e
⇤(s)
ij (k)

As1s2s3 =
X

•=c3,a7,···

✓
As1s2s3

(•) +
✏2

c4h
Cs1s2s3
(•)

◆

Show the pictures of A+++
(•) and C+++

(•)
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✤ 1.  Introduction & Motivation

✤ 2.  ADM decomposition of scalar-tensor theories  
     —— General framework

✤ 3.  The Lagrangians 
     —— second and cubic order

✤ 4.  Results

Talk Plan

The result 1:  Local type
✤ Peaks in squeezed limit … FT

Leading order Correction  … also mild.

(only term in GR)

A+++
(FT ) =

Kt

16

✓
�1 +

K2

K2
t

+
K3

K3
t

◆
⇥ 1

128
· K

8
t

K2
3

✓
1� 4

K2

K2
t

+ 8
K3

K3
t

◆
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The result 1:  Local type
✤ Peaks in squeezed limit … FT

Leading order

Fixed and Universal
feature !!!

A+++
(FT ) =

Kt

16

✓
�1 +
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+
K3
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◆
⇥ 1

128
· K

8
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K2
t

+ 8
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K3
t

◆

(only term in GR)

Correction  … same peak.

The result 1:  Local type
✤ Peaks in squeezed limit … FT

Leading order

Fixed and Universal
feature !!!

Primordial G.W.
→　Consistency?

A+++
(FT ) =

Kt

16

✓
�1 +
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K2
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+
K3

K3
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◆
⇥ 1

128
· K

8
t

K2
3

✓
1� 4

K2

K2
t

+ 8
K3

K3
t

◆

(only term in GR)

Correction  … same peak.
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The result 1:  Local type
✤          term also peaks in squeezed limitd̃3

Only correction term exist.
since d̃3 ⇠ ✏2

The result 1:  Local type
✤          term also peaks in squeezed limitd̃3

Only correction term exist.
since d̃3 ⇠ ✏2

Small correction

….Fixed and Universal, 

….only the term 
     generating Local type

contribution isFT
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The result 2:   Equilateral type
✤ Equilateral type … c3, a7, b6, d7

As1s2s3
(c3)

=
3c3
8

H

GT
· K

2
3

K3
t

F s1s2s3
(H) ,

Leading order

: 4 of 6 interactions

k3/k1

k2/k1

k3/k1

k2/k1

Cs1s2s3
(c3)

= As1s2s3
(c3)

· 2
✓
1� 12

K2

K2
t

+ 15
K3

K3
t

◆Correction 

0 0

Similar momentum dependences !
O(1)

F+++
(H) :=

1

64
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6
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K2
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✓
1� 4

K2

K2
t

+ 8
K3

K3
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◆

Leading order Correction 

a7

b6

d7
Also,
Corrections are mild.

The result 2:   Equilateral type

684



Leading order Correction 

a7

b6

d7

Non-standard
modification

Equilateral type
non-Gaussianities

c3, a7, b6, d7

Also,
Corrections are mild.

The result 2:   Equilateral type

✤ Unifying framework 

Summary

✤ The peaks:  Equilateral or Squeezed
Leading order of         has
Fixed and Universal feature

non-standard
extensions

2+4 interaction terms, 
modified dispersion relation. d̃3 $ ✏2

Correction
       of amplitude

✤ more details and discussions:  arXiv: 1512.01380 [hep-th] 

FT

There is only one interaction term generating squeezed N.G.
only term present in GR

(when the effect of modified dispersion relation is small)
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Approx: � ⇥ y2 . 1

� ⇠ 10�2 � ⇠ 10�3

Good for

Dashed: approximation.      Solid: exact solution. 

686



“New definition of wormhole throat”

by Yoshimune Tomikawa

[JGRG25(2015)5a6]
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New definition of wormhole throat

Yoshimune Tomikawa
Department of Mathematics, Nagoya University

JGRG25 Dec. 7-11（2015）

based on 
Y.Tomikawa, K.Izumi, T.Shiromizu, PRD91, 104008 (2015)

Contents

1.  Introduction

2.  New definition

3.  Spherically symmetric cases

4.  Summary
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1.  Introduction

Wormhole

・no event horizon

・“minimal surface”
(throat with flare-out condition)

(・traversability)

For example, M.S.Morris, K.S.Thorne (1988) 

There are several definitions of throat
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Exotic

・It is well-known that exotic matter is required on 
wormhole throat

M.S.Morris, K.S.Thorne (1988), D.Hochberg, M.Visser (1997, 1998)

・Cosmological wormhole with initial singularity
H.Maeda, T.Harada, B.J.Carr (2009)Exception

～Violation of null energy condition
（NEC）

Several throat definition
1. M.S.Morris, K.S.Thorne (1988) 

2. D.Hochberg, M.Visser (1998)

3. H.Maeda, T.Harada, B.J.Carr (2009)

・minimal surface on embedded time slice into 3D Euclid space

・“minimal surface” on null hypersurface

・minimal surface on spacelike hypersurface

It is slightly hard to show general properties of wormhole throat…
→We propose new definition of wormhole throat
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2.  New definition

codimension-2 spacelike surface satisfying              and

Our definition of throat

“minimal surface” on “spacelike hypersurface”

：null expansion rate of geodesic congruence

：affine parameter of future directed 
ingoing/outgoing null geodesic

We define throat as

that is
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Traversable wormhole

tangent vector of time sequence of throat

is timelike

：affine parameter of future directed 
ingoing/outgoing null geodesic

⇒ along the time sequence

Time sequence of throats

We define traversablity

・static wormhole

General properties

・non-exotic wormhole
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Non-exotic wormhole

・Flare-out condition and traversability

・Raychaudhuri equation with null energy condition

is required at least for 
the presence of traversable wormhole

→

→

Static wormhole

→Raychaudhuri equation with null energy condition (NEC) 
implies

→If wormhole spacetime is static,

→ (violation of flare-out condition)

It is required that NEC does not hold for static wormhole
(It is simpler than D.Hochberg, M.Visser (1997))
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3.  Spherically symmetric cases

Non-wormhole

Schwarzschild

de Sitter

no event horizon
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Wormhole

Morris-Throne

dynamical Ellis

no event horizon

(initial singularity)

4.  Summary
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satisfying               and

Summary
We gave new definition of wormhole throat and traversability

・Traversability : tangent vector of time sequence of throats 
is “timelike”                             

・Throat is “minimal surface” on “spacelike hypersurface”

Issues

・We have to examine more general spacetimes.

Because we considered only spherically symmetric case.
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“Observational constraints on variable equation of state parameters of dark 

energy”

by E. P. Berni Ann Thushari

[JGRG25(2015)5b1]
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E.P. B. A.Thushari, R. Ichimasa & M. Hashimoto 
Department of Physics,  

Kyushu University 
 

2015/12/09�

Observa(onal,constraints,on,variable,,
equa(on,of,state,parameters,of,,

,dark,energy,
,
,

Content….�

! Mo#va#on'

! Objec#ves'

!  'Theore#cal'explana#on'of'the'Model'

! Observa#onal'constraints'from'the'''

' 'Type'Ia'Supernovae''(SNe'Ia)'

''''''' ' 'Gamma'Ray'Burst'(GRB)'

! Results'and'discussion�
(1)�
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"  Cosmological,constant,may,not,be,a,constant,
"  It,decreases,large,value,to,the,present,value,
"  It,may,require,some,new,func(onal,form,of,ma?er(Dark,Energy,CDE),
"  New,modified,theories,beyond,the,standard,model,are,needed,

447GeV10~ −
ΛρEarly value                             �

47410~ GeVvacρ Present value�≠
121 orders of magnitude different�

Cosmological Constant Problem�

#  Cosmological term is one candidate to the dark energy�

[Weinberg 1989]�

Motivation… 
Journey beyond the standard model….�

(2)�

$ Explain the observed late time acceleration�

!  Several'possibili#es'are'suggested'as''a'solu#on'for'cosmological'

constant'problem'

!  Various'func#onal'forms''to'the'cosmological'term'are'introduced'

'

'As'a'#me'dependent'func#on'

[Silviera'&'Waga'1997]''

'

'In'terms'of'scalar'field'''

[Weinberg'1989,'Huter'&Turner''1999,'Endo'&'Fukui'1977]''

!'
Decaying'cosmological'term'with'scale'factor'

'[Kimura'et'al,'2001,''''Hashimoto'et'al.'2003,''Wang'et'al,'2005]'

'

Modifications to the cosmological term�

Journey beyond the standard model….�

The second question is whether the general relativity is applicable 
to describe the universe as a whole 

? (3)�
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Objec(ves….�
!  Construct'a'cosmological'model'where'the'equa#ons'of'state'

(EOS)'dark'energy'(DE)'vary'with'#me.'

!  How'the'evolving'EOS'for'DE'can'modify'the'CDM'paradigm'

!  Study'the'evolu#on'of'the'energy'densi#es'with'the'
parameters'

!  Constrain'this'model'using'SNe'Ia''and'Gamma'Ray'Bursts'
observa#ons'for'the'present'universe'

!  Constrain'the'model'parameters'using'Markov!chain!Monte!
Carlo'(MCMC)'method'

(4)�

Field Equations …….. 
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Einstein’s field equation 

This leads two independent equations �����
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Energy momentum tenor�

Robertson Walker metric�

( )pppdiagT ,,,ρµν −=

For homogeneous and isotropic universe,�

µνµνµνµν πGTgRgR 8
2
1

=Λ+−

;
;
)(

)(

i

i

p
ρ Energy density 

Pressure� }of the     component that fills the universe; sums are to N�thi

components of the energy density� Λ+++= ρρρρρ νγ m

where                    photons, neutrino, matter (baryon + cold  dark matter)   ,cosmological term             �Λ,,, mνγ

(A)�
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0)(3 =+−=
a
ap
!

! ρρ

Above equations  (A) can be combined to obtain�

Field Equations …….. 

Which is equivalent to the conservation equation � 0; =µν
νT

Here we use                    , 0 denotes the quantity given at the current epoch�18 == cGπ

Continuity equation�

General integration of the field equations .……..�

,
,
)()(

)()(

MDE

MDE

ppp +=

+= ρρρ
)()( , DEDE pρ   where                    Dark Energy contribution�

∑∑ ==
i

iM

i

iM pp )()()()( ,ρρ

Simplest EOS                , where      is in relativistic units- is a dimensionless 
constant. �

ωρ =/p ω

Neglect any matter-DE interaction,                    satisfy continuity 
equation separately  �

)()( , MDE ρρ

(6)�

In this work a direct generalization to this equation is to assume,    is not a 
constant but a function of the epoch. 
 
We assume  that both, matter and DE satisfy such type of EOS,�

ϖ

.)(
,)(
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DEDE

MM

aWp
ap

ρ

ρϖ

=

=

3
1−<W

To explain the accelerated expansion, we accept that the DE component 
violates the strong energy condition�

Thus we assume�

Solving the field equations� 22
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Ha
kDEM +=Ω+Ω

where                            and �2
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The continuity equation for       and          can be formally integrated to obtain 
the evolution of the energy densities as�
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! �General Relativity 
 
!  Matter (Cold dark matter + Baryonic matter) 
���Non-relativistic particle 
 
!  Dark Energy 
���Generalized EoS which has two convergence values 
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���Curvature :�K = 0 
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MCMC method 
�Parameters�������H0, Ωm,, ω, γ, β�
�Observational data���695 SNe Ia [Suzuki et al., ApJ  (2011),Union 2.1 
Comp.] 
                                    138 GRBs    [J. Liu and J. Wei, astro-ph:1410.3960] 

! �At the present stage�
• �Present equation of state� • �Derivative at the present time�

•  Dark Energy  density�

!  Observational constraints�
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!  ω-dependencies�
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(14)�

Gamma-ray bursts 
J. Liu and H. Wei (2014)�

SNe Ia  
N. Suzuki et al. (2011) 

Best,Fit,values,for,γ,and,ω�
Variable EOS and ΛCDM�
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271.00 =ΩM

P.A.R.Ade al., 2015�
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SNe Ia  
N. Suzuki et al. (2011) 

Gamma-ray bursts 
J. Liu and H. Wei (2014)�

Best Fit m-z relation for variable EoS�

(13)�

MCMC method�

Model� !ω� !γ� !H0� ,Ωm� ,,,,,,,,� �� ,χ2,(Δχ2)�
Variable,EoS� C1.01� C0.85� 70.0� 0.2755� C1.01� C8.12,×10C3� 727.26,,(0.00)�

Constant,ωDE� b1.03� 69.9� 0.2993� b1.03� 0� 728.85''(+1.59)�

Fixed,values� b1� 69.8� 0.2897� b1� 0� 729.35''(+2.09)�

Results & Discussion�

0,DEw aWDE ∂∂ /

ω
D
E
(a
)�

Model 
significance ..�

(16)�
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!  MCMC results 
Probability distributions�

(17)�

!  MCMC results 
Probability distributions�

(18)�
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(19)�

!  Best fit parameters (1σ C.L.)�

Summary….�

This model moves to 
ɅCDM for low redshifts 
and � ωγ =

Compatible with other results�

THANK,YOU!�
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“Gravitational scalar-tensor theory”

by Atsushi Naruko

[JGRG25(2015)5b2]
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Gravitational scalar-tensor theory

Atsushi NARUKO   (TiTech = To-Ko-Dai)

with : Daisuke Yoshida (TiTech)  Shinji Mukohyama (YITP)  

arXiv : 1512.xxxxx   (hopefully)

outline of my talk
1. Introduction 

2. Model 

3. Summary
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Introduction

Accelerated expansion of 
the universe

• inflation (ancient)   &   dark energy (current)

ä

a
= �⇢+ 3P

6
� 0 P  �⇢

3

exotic matter ?? change of gravity law ??

• (canonical) scalar field :

⇢ =
1

2
�̇2 + V (�) , P =

1

2
�̇2 � V (�) ,

if �̇2 ⌧ V

P ⇡ �⇢

→　scalar - tensor theory

for ä > 0
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Einstein’s General Relativity
• “The classical theory of fields” by Landau & Lifshitz,

GR is a unique theory of gravity provided  
  - composed by metric and its derivatives  
  - covariant theory  
  - 4D   (Lovelock’s theory in general )  
  - EOM is (at most) 2nd order

• have to abandon one (or more) of assumptions above 
metric？　covariance？　> 4D？　2nd order EOM？

f (R) theory
• The action is given by a non-linear function of R

• EOM is 4th order because  
Z

d4x
p
�g f(R) ⇠

Z
d4x f(g̈) ! f̈(g̈) �

....
g

• The evolution of the system is determined by  
initial position, velocity, acceleration & its derivative.

• f (R) theory is related with a scalar-tensor theory  
  ➡  exotic matter = change of gravity law !!

R � g̈ + ġ2

: EOM
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f (R) = R + φcanonical

• Under a Weyl (conformal) transformation,
gµ⌫ ! ⌦2gµ⌫

 f (R) theory  =  Einstein + canonical scalar

3 d.o.f.s 2 (GW) + 1 d.o.f.s

Question
What if we introduce derivatives of R ? 
What is the corresponding scalar-tensor theory ??

(at classical level)

Model
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The model
• The action is given by R and derivatives of R :

f
⇣
R , (rR)2 ,⇤R , · · ·

⌘

c.f. f (Riemann) theory    
        Deruelle et.al. (2009) 

(rR)2 = gµ⌫ rµRr⌫R

“Ostrogradsky’s theorem”
• A non-degenerate Lagrangian　　　　　  

dependent on time derivatives of higher than the first 
corresponds to a linearly unstable Hamiltonian 
associated with the Lagrangian via a Legendre tr. …

→　Hamiltonian is unbounded below

L = L(q , q̇ , q̈)

H = P1 Q2 + P2 f(Q1 , Q2 , P2)� L(Q1 , Q2 , P2)

(Q1 = q ,Q2 = q̇)

(d2L/dq̈2 6= 0)

• Although                                                                    …f
⇣
R , (rR)2 ,⇤R , · · ·

⌘
� f

⇣
g , ġ , g̈ , · · ·

⌘
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proof of healthiness
• replace R by φ introducing λ :

• φ & λ are healthy & dynamical d.o.f.s  
     ⇔ R + k-essential multi-scalar fields  

• # of d.o.f.s : 2 (GW) + 2 (scalar)  (≠ 2 + 1 in f(R))

• conformal transformation :

f
⇣
R , (rR)2

⌘
= f

⇣
� , (r�)2

⌘
� �(��R)

eR� (er�)2 � f
⇣
� , 2� (er�)2

⌘
� ��

(rR)2 = gµ⌫ rµRr⌫R

Genralisations
• KGB : K

⇣
R , (rR)2

⌘
+G

⇣
R , (rR)2

⌘
⇥⇤R

• Horndeski, B-Horndeski terms can be included.  
   (GAO will be also my friend) 

• Without specific combinations  (e.g.                         ),  
   non-linear term in R is not allowed (induce ghost).

(⇤R)2 � (rrR)2

Q
⇣
R , (rR)2

⌘
R+QX

⇣
R , (rR)2

⌘h
(⇤R)2 � (rrR)2

i

⇔   equivalent to 2-field Horndeski
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summary

summary
• We have considered a theory of gravity in which  

  the action is given by R and derivatives of R. 

• Despite the higher derivative nature of the action, 
   the resultant system is healthy  (if f is properly chosen) 
  = no Ghost & no Ostrogradsky’s instabilities 

• # of d.o.f.s = 2(GW) + 2(scalar) ⇔ 2scalars-tensor theory 

• Higher derivative terms (KGB, Horndeski, B-Horn)  
   are also included.
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Thank you  
for your attention !!
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“Compact stars in massive gravity”

by Taishi Katsuragawa

[JGRG25(2015)5b3]
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Compact stars in massive gravity

Taishi Katsuragawa (Nagoya Univ.)

In collaboration with 
S. Nojiri (Nagoya Univ. & KMI), S.D. Odintsov (CSIC/IEEC-ICE, ICREA)
M. Yamazaki(Nagoya Univ.)

(Work in progress)

JGRG25 @Kyoto Univ. 2015/12/9

Alternative Theories to General Relativity

1

However, there are many reasons and motivations to consider 
alternative theories of gravity to GR.

Planck (2013)GR is simple but successful theory!
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2

Motivation for Modified Gravity

Low energy physics

The observations imply the existence of Dark energy and Dark 
matter.
• Cosmological constant problem Λ𝑡ℎ𝑒𝑜 ∼ 10120Λ𝑜𝑏𝑠
• Origin of Cold Dark Matter   etc.

Strong-gravity regime

GR is well-tested in weak-gravity field 
(solar system w/ PPN) while it is not 
in strong-gravity field. 
• Neutron Stars or Black Holes in 

modified gravity

Psaltis (2008)

Planck (2013)

3

Massive Neutron Stars

Recently, Neutron Stars whose mass is 𝑀 ∼ 2𝑀⊙ has been 
found. It could be hardly understood in the framework of GR 
with standard matter EoS...

Demorest et al. (2010)

Non-perturbative effects in strong-
gravity regime depend on details of 
the theory.
→ we need to study NS in other 
modified gravity.

Repulsive force by matter Attractive force by gravity Balance

F(R) gravity can explain massive 
neutron star.
[Astashenok, Capozziello and Odintsov (2014)] etc.

→ We may need to modify matter EoS and/or Gravitational theory.
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4

Massive graviton

If the graviton has a small mass, the gravitational force becomes 
weak at large scale because of Yukawa-type suppression, which 
may cause the accelerated expansion of Universe.

Theory of massive graviton without ghost problem 
→ de Rham-Gabadadze-Tolley (dRGT) massive gravity

The dRGT massive gravity is considered to be able to avoid the 
constraint from the experiments at short scale thanks to the 
Vainshtein mechanism.

→ What happens in strong-gravity field?

In this work, we study relativistic stars, quark star and neutron 
star, in dRGT massive gravity.

[de Rham, Gabadadze and Tolley (2011)]

5

dRGT Massive Gravity

Action of dRGT massive gravity

𝑔𝜇𝜈 is dynamical metric, 𝑓𝜇𝜈 is reference (non-dynamical) metric.
We choose the reference metric by hand, which is corresponding 
to specifying a model of the massive gravity.

Square-root of matrix

𝑚0 is graviton mass, and potential terms are
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6

dRGT Massive Gravity

Equations of motion

If 𝑔𝜇𝜈 and 𝑓𝜇𝜈 are diagonal, 𝑔−1𝑓 is symmetric and EoMs are 

We assume minimal coupling with matter.
[de Rham, Heisenberg and Ribeiro (2014)] etc.

7

TOV equation

We study the static and spherical equations of motion with the 
perfect fluid in hydrostatic equilibrium, called the Tolman-
Oppenheimer-Volkoff (TOV) equation in GR.
And, we use the Minkowski space-time for the reference metric.

We fix the parameters 𝛽𝑛 (minimal model).

If we assume the conservation of energy-momentum, the 
potential terms have to be conserved, separately. 
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8

Fundamental equations

After introducing the dimensionless variables for numerical 
calculation, we find 2 EoMs + 1 constraint.

Corrections 
from mass term

9

Space-time Outside the Star

Outside the stars, 𝜌 = 𝑝 = 0, we find

𝛼2 is very small and 𝑚′ 𝑟 ∼ 0 when 𝑟 is smaller than the 
cosmological scale but larger than solar scale.
→ 𝒎(𝒓) is almost constant, and external geometry around 
relativistic star is approximately described by Schwarzschild 
metric.

When 𝑟 becomes larger, 2𝑚 𝑟
𝑟

becomes larger unboundedly, and 
𝑚(𝑟) becomes complex at finite value of 𝑟 = 𝑟𝑚𝑎𝑥.
→ There is no geometry if 𝒓 > 𝒓𝒎𝒂𝒙 ?

For the cosmological scales, we cannot assume spherically 
symmetric space-time because there exist other stars and 
galaxies in the observable Universe. 
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10

Assumptions for Numerical Calculation

We study quark star and neutron star with 2 types of EoS. 
Quark star : MIT Bag model

c=0.28 B=60[MeV/fm3]

Neutron star : SLy model

And, we assume 𝑚0 = Λ1/2 for accelerated expansion of Universe. 

11

Quark Star

Mass-Central density                          Mass-Radius

We solve ODE as initial value problem at 𝑟 = 0.
Initial value of 𝑝′′(𝑟 = 0) is chosen so that the radius of star 
becomes identical with that in GR (Boundary condition).
We plot 𝑚 − 𝜌 and 𝑚 − 𝑟 in GR and massive gravity.

𝑟max

𝑀/𝑀⊙

log(𝜌central)

𝑀/𝑀⊙
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12

Neutron Star

Mass-Central density                          Mass-Radius

For neutron star, the region of total mass is narrow compared 
with the case in GR.

𝑀/𝑀⊙ 𝑀/𝑀⊙

𝑟maxlog(𝜌central)

13

Consistency Check

We found the deviation from GR. However, we need to check the 
consistency...

2 EoMs + 1 constraint + 1 EoS = 4 equations
𝑚(𝑟) + 𝑝(𝑟) +  𝜌(𝑟) = 3 variables

From the constraint, we find another differential equation

We are checking the consistency now... If it is inconsistent, we 
need to change assumptions on 𝑔𝜇𝜈 and 𝑓𝜇𝜈.
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Summary and Future Work

• Relativistic star with standard matter EoS in the dRGT
massive gravity was investigated.

• TOV equation is corrected by the term proportional to the 
graviton mass, and one constraint appears. 

• The mass-central density and mass-radius relation for quark 
star and neutron star were computed in numerical calculation.

9 For quark star, the maximal mass gets smaller.
9 For neutron star, the maximal mass gets smaller and the 

minimal mass gets larger.
9 Theoretical structure is completely different from that in GR.
9 Deviation from GR may derive from the constraint, which 

relates 𝜌 and p with 𝑚(𝑟) inside star.

� Consistency check (Change the form of metric-ansatz?)
� Generalization to bigravity?
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Matter Creation  
in Generalized Galilean Genesis 

Sakine Nishi  (Rikkyo, D1)


in collaboration with Tsutomu Kobayashi (Rikkyo)

in preparation.  [arXiv:1512.nnnnn]


JGRG25@Kyoto

Introduction
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Introduction

• There are many kinds of 
models which explain the 
early universe. 

• Inflation explains the 
observational result well. 

• Galilean Genesis is an 
alternative to Inflation.

Introduction  -  motivation

• Only inflation can explain the early universe?  
compare genesis to the other inflation models and 
discuss observational implications. 

    In the previous study… 

• Background evolution 

• Perturbations 
- Scalar, Tensor

[P. Creminelli, A. Nicolis and E. Trincherini (2010) ]
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Introduction  -  motivation

• Only inflation can explain the early universe?  
compare genesis to the other inflation models and 
discuss observational implications. 

    In this talk… 

• Matter creation  

• Gravitational Waves

[P. Creminelli, A. Nicolis and E. Trincherini (2010) ]

Outline

• Introduction 

• Genesis 

• Matter Creation 

• Gravitational Waves 

• Conclustion
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Galilean Genesis

• Horndeski theory 

• Original model 

• Generalized model

Galilean Genesis  -  Horndeski theory

• The most general scalar-tensor theory 

• Field eqs. have no 3rd and higher derivative terms 

• Generalized Galilean Genesis is subclass of this theory.

SHor =

Z
d4x

p
�g

⇢
G2(�, X)�G3(�, X)⇤�+G4(�, X)R

+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤
+G5(�, X)Gµ⌫rµr⌫�

�1

6
G5X

⇥
(⇤�)3 � 3⇤�(rµr⌫�)

2 + 2(rµr⌫�)
3
⇤�

X := �gµ⌫@µ�@⌫�/2

[G. W. Horndeski (1974)] 
[T. Kobayashi, M. Yamaguchi and J. Yokoyama (2011)]
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Galilean Genesis  -  Original model

• Null energy condition is violated stably 

• Original model is constructed in Galilean theory

S =

Z
dx4p�g


f

2
e

2�(@�)2 +
f

3

⇤3
(@�)2⇤�+

f

3

2⇤3
(@�)4

�

t ! �1Solutions

a(t) ' 1

H(t) ' � f2

3M2
Pl

1

H2
0 t

3

e�� / (�t)�1

→ Minkowski space-time
[P. Creminelli, A. Nicolis and E. Trincherini (2010) ]

Galilean Genesis  -  Original model

• Null energy condition is violated stably 

• Original model is constructed in Galilean theory

[P. Creminelli, A. Nicolis and E. Trincherini (2010) ]

S =

Z
dx4p�g


f

2
e

2�(@�)2 +
f

3

⇤3
(@�)2⇤�+

f

3

2⇤3
(@�)4

�

Solutions

a(t) = exp


8f2

3H2
0M

2
Pl

1

(t0 � t)2

�

H(t) ' 16f2

3M2
Pl

1

H2
0 (t0 � t)3

t ! t0
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Galilean Genesis  -  Generalized model

• include the various models of Genesis 

• parameter  
arbitrary function 

• Example  -  Original model  

Y := e�2��X

G2 = e2(↵+1)��g2(Y ), G3 = e2↵��g3(Y ),

G4 =
M2

Pl

2
+ e2↵��g4(Y ), G5 = e�2��g5(Y ).

[S. Nishi, T. Kobayashi, (2015)]

↵

gi(Y )

g2 = 2f2Y + 2
f3

⇤3
Y 2, g3 = 2

f3

⇤3
Y, g4 = g5 = 0, ↵ = � = 1

Galilean Genesis

• Solutions 

•  
Minkowski 

•  
diverge 
 
de-Sitter inflation  
Genesis　　　　　   decrease

(�1 < t < 0)

e�� ' 1

�
p
2Y0

1

(�t)

H ' h0

(�t)2↵+1

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

t ! �1

t ! 0

a(t) ! aG

a(t) ! 1

Hinf = const.
e�� ' 1

�
p
2Y0

1

(�t)

H ' h0

(�t)2↵+1

a ' aG


1 +

1

2↵

h0

(�t)2↵

�
[S. Nishi, T. Kobayashi, (2015)]
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Matter Creation

• scenario 

• gravitational particle 
production 

• conditions

Matter Creation  -  scenario

• Massless scalar field matter     is generated. 

• Genesis       at the end of genesis  
 
 
Kination  

Genesis Kination Radiation

time

L� = �1

2
gµ⌫@µ�@⌫�

�

L ' M2
Pl

2
R+X ( X : Kinetic term )

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

= �⇤ ⌧ 1
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Matter Creation  -  scenario

• Massless scalar field matter     is generated. 

• Genesis       at the end of genesis  
 
 
Kination  

Genesis Kination Radiation

time

L� = �1

2
gµ⌫@µ�@⌫�

�

L ' M2
Pl

2
R+X ( X : Kinetic term )

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

= �⇤ ⌧ 1

    
✕  potential 
✕  oscillation

( X : Kinetic term )

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

= �⇤ ⌧ 1

• Massless scalar field matter     is generated. 

• Genesis       at the end of genesis  
 
 
Kination  

   interaction 

Matter Creation  -  scenario

Genesis Kination Radiation

time

L� = �1

2
gµ⌫@µ�@⌫�

�

L ' M2
Pl

2
R+X

gµ⌫� �
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Matter Creation  -  scenario

�⌘

⇢� / a�6

Genesis Kination Radiation

Reheating temperature

time

⇢� / a�4

⇢� = ⇢�

Scalar field

Scalar field 
( radiation )

L ' M2
Pl

2
R+X�

�

Matter Creation

• Solution of  

• Definition of        and  energy density

a(⌘)�k(⌘) =
↵k(⌘)p

2k
eik⌘ +

�k(⌘)p
2k

e�ik⌘

�

�k

�k(⌘) = � i

2k

Z ⌘

�1
e�2iks a

00

a
ds ⇢� =

1

2⇡2a4

Z 1

0
k3 |�k(1)|2 dk

⇢� = � 1

128⇡2a4

Z 1

�1
d⌘1

Z 1

�1
d⌘2 ln(|⌘1 � ⌘2|)V 0(⌘1)V

0(⌘2)

[T. Kunimitsu, J. Yokoyama (2012)][L. Ford (1987)]
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V (⌘) =
f 00f � (f 0)2/2

f2
, f(⌘) := a2(⌘)

Genesis
time

Kination
�⌘

V (⌘)

⇢� = � 1

128⇡2a4

Z 1

�1
d⌘1

Z 1

�1
d⌘2 ln(|⌘1 � ⌘2|)V 0(⌘1)V

0(⌘2)

Matter Creation

• set  
genesis ends at 
kination starts at  

• seek 
         in  
 

V (⌘) =
f 00f � (f 0)2/2

f2
, f(⌘) := a2(⌘)

V (⌘)

⌘ = ⌘⇤

�⌘

⌘ = ⌘⇤ +�⌘

[T. Kunimitsu, J. Yokoyama (2012)][L. Ford (1987)]

We do not have the analytical solution.

V (⌘) =
f 00f � (f 0)2/2

f2
, f(⌘) := a2(⌘)

⇢� = � 1

128⇡2a4

Z 1

�1
d⌘1

Z 1

�1
d⌘2 ln(|⌘1 � ⌘2|)V 0(⌘1)V

0(⌘2)

Matter Creation

• assume 
V (⌘) =

f 00f � (f 0)2/2

f2
, f(⌘) := a2(⌘)

Genesis
time

Kination
�⌘

V (⌘)

f(⌘) = b0 + b1⌘ + b2⌘
2 + b3⌘

3

f(⌘) = c0
⌘

(�⌘⇤)
+ c1

is approximately a straight line.V (⌘)

[T. Kunimitsu, J. Yokoyama (2012)][L. Ford (1987)]
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• Therefore… 
 
Matter     is generated in  
 

Matter Creation

Genesis
time

Kination
�⌘

V (⌘)

� �⌘

⇢� =
(2↵+ 1)2

32⇡2


3

2
+ ln

✓
1

�⌘

◆�
h2
0

(�t⇤)4(↵+1)

⇣aG
a

⌘4

assume O(1)

Matter Creation
Reheating temperature

time

⇢� = 3M2
PlH

2
⇤

TR =

✓
30

⇡2g⇤

◆1/4
A3/4

p
3(32⇡2)3/4(2↵)3/2

H2
⇤

MPl�
3/2
⇤

TR ⇠
H2

inf

MPl

in inflation

�⌘

⇢� / a�6

⇢r = ⇢�

Genesis Kination Radiation

⇢� / a�4
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Gravitational Waves
• spectrum  

• Examples

Gravitational Waves

Genesis Radiation Matter

H�1
1

k

h = h(p) ak
a0
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Gravitational Waves 

⌦gw = ⌦(p)
gw (k)⇥

8
>>>>>><

>>>>>>:

kR
k

k2eq
k2R

k40
k4eq

(kR < k < k⇤)

k2eq
k2

k40
k4eq

(keq < k < kR)

k40
k4

(k0 < k < keq)

Kination 

Radiation 

Matter 

•      do not grow in genesis. 
 

•       do not change at the 
horizoncross.

hk =
1

a

r
2

Gctk
e�ictk⌘

hk

|hk|

Gravitational Waves

⌦gw =

8
>>>><

>>>>:

/ k3
1

1

(kR < k < k⇤)

/ k2
1

1

(keq < k < kR)

const.
1

1

(k0 < k < keq)

⌦gw =

8
>>>><

>>>>:

/ k3
1

1

(kR < k < k⇤)

/ k2
1

1

(keq < k < kR)

const.
1

1

(k0 < k < keq)

⌦gw(kR) '
✓

H⇤
MPl

◆2 ✓
aR
aG

◆�4

⇥ 10�5

⌦gw(k⇤) '
✓

H⇤
MPl

◆2 ✓
aR
aG

◆2

⇥ 10�5
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Gravitational Waves

• Inflation • Genesis

[H. Tashiro, T. Chiba, M. Sasaki, (2012)]

/ k
/ k2

/ k3

Gravitational Waves

• genesis 

• inflation 
 
 
 
 
      can not be larger than

⌦gw(kR) '
✓

H⇤
MPl

◆2 ✓
aR
aG

◆�4

⇥ 10�5

⌦gw(k⇤) '
✓

H⇤
MPl

◆2 ✓
aR
aG

◆2

⇥ 10�5

⌦inf
gw '

✓
Hinf

MPl

◆2

⇥ 10�5

⌦gen
gw ⌦inf

gw

⇢� / a�6

⇢r = ⇢�
⇢� / a�4
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Gravitational Waves  -  example 1

• Original model  
 
 
 
 
 
 
 
 
 
frequency

g2 = �2f2Y +
2f3

⇤3
Y 2, g3 =

2f3

⇤3
Y,

g4 = g5 = 0, � = 1, ↵ = 1,

⌦gw(kR) ' 10�31
⇣ g⇤
106.75

⌘5/6
✓
f

⇤

◆✓
TR

1010 GeV

◆10/3

⌦gw(k⇤) ' 10�10
⇣ g⇤
106.75

⌘1/3
✓
f

⇤

◆4 ✓ TR

1010 GeV

◆4/3

f⇤ = 109
⇣ g⇤
106.75

⌘1/6
✓
f

⇤

◆✓
TR

1010 GeV

◆2/3

Hz

Gravitational Waves  -  example 2

•             ( the scale invariant curvature perturbation ) 
 
 
 
 
 
 
 
 
 
frequency

↵ = 2

g2 = 2f2Y +
2f3

⇤3
Y 2, g3 =

2f3

⇤3
Y,

g4 = g5 = 0, � = 1,

⌦gw(kR) ' 10�32
⇣ g⇤
106.75

⌘7/8
✓
MPlf2

⇤3

◆1/2 ✓
TR

1010 GeV

◆7/2

⌦gw(k⇤) ' 10�17
⇣ g⇤
106.75

⌘1/2
✓
MPlf2

⇤3

◆2 ✓
TR

1010 GeV

◆2

f⇤ = 108
⇣ g⇤
106.75

⌘1/24
✓
MPlf2

⇤3

◆1/2 ✓
TR

1010 GeV

◆1/2

Hz
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Gravitational Waves  -  example 3

• dependence of  
 
assume the energy scales 

⌦gw(kR) /
✓

TR

MPl

◆ 4↵+6
↵+2

✓
µ

MPl

◆ 2(1�↵)
↵+2

⌦gw(k⇤) /
✓

TR

MPl

◆ 4↵+1
↵+2

✓
µ

MPl

◆ 7(1�↵)
↵+2

↵

µ ⇠ ⇤ ⇠ f, � =
1

µ

Conclusion

744



Conclusion

•       of genesis can be smaller than that of inflation. 

•         in Genesis is smaller than that of inflation 
in                . 

• How we set the energy scale and the parameter      is 
important for the detection of GWs in                         .

k < kR

kR < k < k⇤

H⇤

⌦gen
gw

↵
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Matter Creation  -  scenario

• Massless scalar field matter     is generated. 

• Genesis       at the end of genesis  
 
 
Kination  

Genesis Kination Radiation

time

L� = �1

2
gµ⌫@µ�@⌫�

�

L ' M2
Pl

2
R+X ( X : Kinetic term )

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

= �⇤ ⌧ 1

   How          changes ? 

   In Genesis 
    

L

SHor =

Z
d4x

p
�g

⇢
G2(�, X)�G3(�, X)⇤�+G4(�, X)R

+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤
+G5(�, X)Gµ⌫rµr⌫�

�1

6
G5X

⇥
(⇤�)3 � 3⇤�(rµr⌫�)

2 + 2(rµr⌫�)
3
⇤�

Y := e�2��X

G2 = e2(↵+1)��g2(Y ), G3 = e2↵��g3(Y ),

G4 =
M2

Pl

2
+ e2↵��g4(Y ), G5 = e�2��g5(Y ).

Matter Creation  -  scenario

• Massless scalar field matter     is generated. 

• Genesis       at the end of genesis  
 
 
Kination  

Genesis Kination Radiation

time

L� = �1

2
gµ⌫@µ�@⌫�

�

L ' M2
Pl

2
R+X ( X : Kinetic term )

a ' aG


1 +

1

2↵

h0

(�t)2↵

�

= �⇤ ⌧ 1

   How          changes ? 

               introduce  ↓  in 
    

L

[D. Pirtskhalava, L. Santoni, E. Trincherini, P. Uttayarat (2014)]

g2(Y )
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“Instability of hairy black holes in shift-symmetric Horndeski theories”

by Hiromu Ogawa

[JGRG25(2015)5b5]
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Instability of Hairy Black Holes in  
shift-symmetric Horndeski theories

Hiromu Ogawa

Teruaki Suyama

Rikkyo Univ.

RESCEU

JGRG25 
Dec. 7th-11th@ Kyoto Univ.

Tsutomu Kobayashi

arXiv:1510.07100

Introduction&Motivation 

Hairy BH in  
shift-symmetric  
scalar-tensor theory
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Introduction
BH hair in scalar tensor (ST) theory

No-hair theorem holds in many ST theories mass, charge, angular momentum

One consider shift-symmetric ST theory with time-dependent scalar field

BH solutions are found with non-trivial scalar hair

Bavichev, Charmousis(2014)

Covariant Galileon

Brans-Dicke theory

L � (��)2��, · · ·

L =
R

2
� 1

2
(��)2 � U(�)

Hawking (1972); Bekenstein (1996)……

Hui, Nicolis (2013)

(spherically symmetric BHs)

(in Einstein frame)

However…

BH hair

and more…

⇣ > 0, ⌘,� : const

Shift & reflection symmetry:

⇤ :

Assumptions in Bavichev and Charmousis paper

Jr = 0 Current                    regular at the horizonJ2 = JµJ
µ

�(t, r) = qt+  (r) Space-time is static in  
shift-symmetric theory

cosmological 
constant

� ! �+ const., � ! ��

L = [⇣R� ⌘(@�)2 + �Gµ⌫@µ�@⌫�� 2⇤]

� ! �+ const. �µJµ = 0
EOM for scalar

Jµ = (⌘gµ⌫ � �Gµ⌫)@⌫�

Shift symmetry

Dressing BH in shift-symmetric ST theory 
Bavichev, Charmousis(2014)

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2 static and spherical symmetric

749



⇣ > 0, ⌘,� : const

Shift & reflection symmetry:

⇤ :

Jr = 0 Current                    regular at the horizonJ2 = JµJ
µ

�(t, r) = qt+  (r) Space-time is static in  
shift-symmetric theory

cosmological 
constant

� ! �+ const., � ! ��

L = [⇣R� ⌘(@�)2 + �Gµ⌫@µ�@⌫�� 2⇤]

Dressing BH in shift-symmetric ST theory 
Bavichev, Charmousis(2014)

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2 static and spherical symmetric

does not contain bare 
contain derivative term

(* We are not afraid that value of scalar field is unbound.)

�

@µ�

Time dependence term dose not appear in the theory.

Dressing BH in shift-symmetric ST theory 
L = [⇣R� ⌘(@�)2 + �Gµ⌫@µ�@⌫�� 2⇤]

Bavichev, Charmousis(2014)

�(t, r) = qt+  (r)

This metric represent Schwarzschild BH in  
the presence of cosmological constant.

We do not conceive huge bare     through the 
metric.

⇤

Stealth Schwarzschild
µ : const.

�± = qt± qµ


2

r
r

µ
+ log

p
r �p

µ
p
r +

p
µ

�
+ �0

Self-tuned Schwarzschild-de-sitter

A(r) = B(r) = 1� µ

r

A(r) = B(r) = 1� µ

r
+

⌘

3�
r2 6= ⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2
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Stealth Schwarzschild
µ : const.

�± = qt± qµ


2

r
r

µ
+ log

p
r �p

µ
p
r +

p
µ

�
+ �0

Self-tuned Schwarzschild-de-sitter

Hairy BH solutions in the generalized theory
L = [⇣R� ⌘(@�)2 + �Gµ⌫@µ�@⌫�� 2⇤] �(t, r) = qt+  (r)

Babichev, Charmousis(2014)  can be generalized 
L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

Kobayashi, Tanahashi(2014)X := �1

2
(@�)2

Xconstant solutionsA(r) = B(r) = 1� µ

r

A(r) = B(r) = 1� µ

r
+

⌘

3�
r2 6= ⇤

G4X :=
@G4

@X
The most general 2nd-order theory with shift & reflection symmetries

Many of found BHs are

How about stability of BHs?  

Motivation

Stealth Schwarzschild sol and  
Self-tuned Schwarzschild-de-sitter sol  
are very interesting solutions.
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Instability of Hairy BH in 

shift symmetric 
Horndeski theories
HO, T. Kobayashi, T. Suyama 

arXiv:1510.07100

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2

action  2nd-order in perturbations

�(t, r) = qt+  (r)

BH perturbations with time-dependent scalar

stability conditions

Basic Procedure

Hamiltonian analysis
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Set up

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

�(t, r) = qt+  (r)

The most general 2nd-order theory with shift & reflection symmetries

Perturbations can be written as following eqs  (odd-parity)

htt = 0, htr = 0, hrr = 0

hta =
X

l,m

h0,lm(t, r)Eab@
bYlm(✓,')

hra =
X

l,m

h1,lm(t, r)Eab@
bYlm(✓,')

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2gµ⌫ = g(0)µ⌫ + hµ⌫

Eab =
p

det�✏ab

�ab
✏ab

two-dim metric on the sphere
Levi-Civita symbol

hab =
X

l,m

h2,lm(t, r)[Ea
crcrbYlm(✓,') + Eb

crcraYlm(✓,')]

gauge fixed (Regge-Wheeler gauge)

G4X :=
@G4

@X,

action  2nd-order in perturbations

Quadratic Lagrangian

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2

BH perturbations with time-dependent scalar

�(t, r) = qt+  (r)

A1, A2, A3, A4 � A(r), B(r), G2, G4, · · ·

A1 = � l(l + 1)(r2A2BA0G4 � 2q2r2ABA0G4X + · · ·
A5/2B1/2

X := �1

2
(@�)2,
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action  2nd-order in perturbations

Time-dependent scalar(our result)

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2

2l + 1

2⇡
L(2) =a1h

2
0 + a2h

2
1

+ a3

✓
ḣ2
1 � 2ḣ1h

0
0 + h0

0
2
+

4

r
ḣ1h0

◆

In the previous work (static scalar), quadratic action was obtained

BH perturbations with time-dependent scalar

�(t, r) = qt+  (r)

new term

X := �1

2
(@�)2,,

Kobayashi, Motohashi, Suyama(2012)

BH perturbations with time-dependent scalar

field redefinition

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2

�(t, r) = qt+  (r) X := �1

2
(@�)2,

2l + 1

2⇡
L(2) =

✓
A1 �

2(rA3)0

r2

◆
h2
0 +A2h

2
1

+A3


��2 + 2�

✓
ḣ1 � h0

0 +
2

r
h0

◆�
+A4h0h1

we introduce a new field �
To remove non-dynamical h0
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BH perturbations with time-dependent scalar
L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2

�(t, r) = qt+  (r),

2l + 1

2⇡
L(2) =

✓
A1 �

2(rA3)0

r2

◆
h2
0 +A2h

2
1

+A3


��2 + 2�

✓
ḣ1 � h0

0 +
2

r
h0

◆�
+A4h0h1

2l + 1

2⇡
L(2) =

l(l + 1)

(l � 1)(l + 2)

r
B

A
(b1�̇

2 � b2�
02 + b3�̇�

0 � l(l + 1)b4�
2 � V (r)�2)

h0 = �2r {2a2 [r(�a3)0 + 2�a3] + r�̇a3a4}
4a2[r2a1 � 2 (ra3)

0]� r2a42
,

h1 =
4a3�̇[r2a1 � 2(ra3)0] + 2ra4[r(�a3)0 + 2a3�]

4a2[r2a1 � 2(ra3)0]� r2a42
.

field redefinition
X := �1

2
(@�)2

no-ghost instability condition
no-gradient instability condition

BH perturbations with time-dependent scalar

stability conditions

(radial,angular)

F = 2


G4 � q2

A
G4X

�
> 0,

G = 2


G4 � 2XG4X +

q2

A
G4X

�
> 0,

H = 2 (G4 � 2XG4X) > 0

ds2 = �A(r)dt2 +
1

B(r)
dr2 + r2d⌦2L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

�(t, r) = qt+  (r)

,
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Application to sample solution

X=const solutions are unstable

Stealth  sol, self-tuned de-sitter sol:

ST theory:

X = const.

const

const

F = 2


G4 � q2

A
G4X

�
> 0,

G = 2


G4 � 2XG4X +

q2

A
G4X

�
> 0,

H = 2 (G4 � 2XG4X) > 0

L = G2(X) +G4(X)R+G4X

⇥
(⇤�)2 � (rµr⌫�)

2
⇤

const

�(t, r) = qt+  (r) X := �1

2
(@�)2,, ds2 = �A(r)dt2 +

1

B(r)
dr2 + r2d⌦2,

�

+

G4X :=
@G4

@X
,

FG ' �4

✓
q2

A
G4X

◆2

< 0
near the horizon 

these terms are of  
opposite sign

Summary 
Hairy BH solutions in shift-symmetric ST theory 

BH stability conditions

Hairy BH are unstable  due to time-dependent scalar

=const. BH solutions are unstableX := �1

2
(@�)2

We obtain stability conditions (Hamiltonian analysis)
F > 0,G > 0,H > 0

Very interesting solutions are found
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Motivation

Can modified gravity models which have Vainshtein
mechanism explain the rotation curve problem?.

Vainshtein ) Dark Matter ?

Tested models

Galileon in flat space

DBIonic

Introduction E↵ects on galaxies Results Summary

Galileon in flat space

Action

S =

Z
d

4
x

p
�g


�1

2

L2 �
1

2⇤

3
L3 �

�4

2⇤

6
L4 �

�5

2⇤

9
L5 +

g�

M

pl

T

�

where

L2 = (r�)

2

L3 = ⇤�(r�)

2

L4 = (r�)

2
[(⇤�)

2 � (r
µ

r
⌫

�)

2
]

L5 = (r�)

2
[(⇤�)

3 � 3⇤�(r
µ

r
⌫

�)

2
+ 2(r

µ

r
⌫

�)

3
]

When the nonlinear terms dominate, the fifth force is screened.
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DBIonic

DBI-like action (C. Burrage, J. Khoury, 2014)

S =

Z
d

4
x

p
�g


+⇤

4
p
1� ⇤

�4
(@�)

2
+

g�

M

pl

T

�

Flip sign ! screening mechanism + no ghost

EOM

r
µ

 
rµ

�p
1� ⇤

�4
(@�)

2

!
= � g

M

pl

T

This model gives analogous Vainshtein screening mechanism.
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Vainshtein Galileon VS Vainshtein DBIonic

Galileon L2 + L3

r

v

=

1

⇤

✓
8gM0

4⇡M

pl

◆1/3

DBIonic

r

v

=

1

⇤

✓
gM0

4⇡M

pl

◆1/2
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Galaxies

Observational data

Milky Way : Sofue, Y. et al. Publ.Astron.Soc.Jap. 61 (2009) 227

LSB galaxies : de Blok, W.J.G. et al. Astron.Astrophys. 385 (2002) 816

Bulge : de Vaucouleurs law ⌃(r) = ⌃

e

exp

✓
�

⇣
r

Re

⌘1/4
� 1

�◆

Disk : Exponential disk �(r) = �0 exp(�r/R

d

)
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Galileon in spherical coordinates

EOM in spherical coordinates

g
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Fifth force on a non-relativistic object (spherical symmetry)
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Circular velocity
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Galileon in spherical coordinates

Solution : ⇢ 6= const., L2 + L3

�

0
(r < R) =

⇤

3
r

4

 r
1 + ↵(r)

r

3
v23

r

3
� 1

!

Solution : ⇢ 6= const., L2 + L3 + L4, �4 = 2/3

�

0
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⇤
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� 1
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⇤
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DBIonic in spherical coordinates

EOM in spherical coordinates

1

r

2
@

r

 
r

2
�

0
p
1� ⇤

�4
�

02

!
=

g

M

pl

⇢(r)

Solution : ⇢ 6= const.,
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v5 by spherical bulge (of DBIonic)

v

2
5(r) = 2g

2GM

bul

(r)

r

1q
1 + ↵

2
(r)

r

4
v
r

4

) v5 depends on mass distribution and total mass of bulge.
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Circular velocity of an exponential disk

Newtonian gravity :

r2
� = 4⇡G⇢ ! �(R, z) = J(R)Z(z)

v

2
c

(R) = R

✓
@�

@R

◆

z=0

= 4⇡G�0Rd

y

2
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(I,K are modified Bessel functions)
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g
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Circular velocity of an exponential disk

Exponential disk : �(r) = �0 exp(�r/R

d

)

Equivalent spherical distribution

M

sphere

(r) = 2⇡�0R
2
d


1� exp(�r/R

d

)
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v5 by equivalent spherical
distribution (of L2 + L3 + L4)
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Milky Way (v5 by spherical bulge only)
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Milky Way (v5 by spherical bulge and disk)

v
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5disk(r)

g = 4.5, ⇤ = 10

�12eV

F

�

/F

N

(8.4kpc) = 0.46

g = 2.4, ⇤ = 1.5⇥ 10

�4eV

F

�

/F

N

(8.4kpc) = 0.40

765



Introduction E↵ects on galaxies Results Summary

LSB galaxy (UGC5005, v5 by disk)

v

2
total

(r) = v

2
disk

(r) + v

2
gas

(r) + v

2
5disk(r)

g = 4, ⇤ = 2⇥ 10

�12eV g = 3.5, ⇤ = 2⇥ 10

�4eV
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Vainshtein screening inside Milky Way
Galileon DBIonic
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Summary

We reproduced rotation curves by using the fifth force
instead of dark matter halo.

In order to satisfy the observation, the fifth force at solar
distance must be around half of the Newtonian force.

It is di�cult to distinguish the e↵ects of Galileon and
DBIonic.

The character of screening inside an spherical object
depends on density profile of the object.

Thank you for your attention
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Milky Way (v5 by spherical bulge only)
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LSB galaxy (DDO189, v5 by disk)
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Vainshtein screening inside a non uniform object

↵(r) =

M(r)

M0
=

⇣
r

R

⌘
n
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Circular velocity of an exponential disk

Exponential disk : �(r) = �0 exp(�r/R

d

)

1) Relation between 2D profile and 3D profile
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2) Equivalent spherical distribution
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Calculating by spherical systems equations.
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Circular velocity of an exponential disk

The e↵ects by 2) is closer to the observational data than 1).

v5 by equivalent spherical distribution (of L2 + L3 + L4)
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Some Topics of Sources of 
Gravitational Waves and available 

Physics from them�

 
��15.12.9�
JGRG�� 

Kyoto University 
Takashi Nakamura�

•  My talk is based on my recent papers : 
•  SGRB rate with Yonetoku, Sawano,Takahashi & Toyanago (2014)ApJ. 

789:65 
•  Detectability of X-ray counter part of SGRB with Kisaka & Ioka (2015) ApJ. 

809:L8 
•  Pop Synthesis of PopIII BH-BH binary with Kinugawa, Inayoshi, 

Hotokezaka & Nakauchi (2014) MNRAS 442 2963-2922 
•  QNM mode of PopIII binary BH-BH with Kinugawa, Miyamoto, & Kanda 

(2015) MNRAS in press 
•  Golden Event of QNM with Nakano & Tanaka (2015) PRD 92.064003 
•  Measuring speed of GW with Nishizawa ( 2014) PRD90 044048  
•  Graviton Oscillation with De Felice & Tanaka (2014) PTEP 043E01 
•  Detectability of Graviton Oscillation with Narikawa, Ueno, Tagoshi, Tanaka 

&Kanda (2015) PRD91.062007 

2 

References missed in my talk can be found in these papers.�
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��

GW and EM activity in Japan!

GW and EM Counterparts / Followups got 
 Grant Support  in Japan !!

+!
global GW partners are welcome!!

©ICRR, Univ. of Tokyo 

Astrophysic
s of 

Gravitational 
Wave 
Sources 

X-ray,  
Gamma 
-ray 

Optical, Radio 

Neutrino 

Gravitational Wave 
Detectors 

Therory 

Data 
Analysis 

Gravitational 
 Waves 

“New development in astrophysics through multimessenger observations 
of gravitational wave sources”!
Grant-in-Aid for Scientific Research on Innovative Areas by MEXT, Japan!
Head : Takashi Nakamura!
Term of Project : Fiscal year 2012-2016 (until end of March 2017)!
Budget : ~800 milion yen (~7.7 USD)!
Consists of five groups : !
1) X & Gamma Ray!
2) Optical & Infrared & Radio!
3) Neutrino!
4) GW data analysis!
5) Theory! (PI Tanaka)�

1)  & 2) exchange 
MOU with LIGO�

anti ν�
OOhara�

4 

I need some good results related to this Innovative Area 
before 2017 June  when the final hearing will be took 
place at MEXT (Ministry of Education, Culture, Sports,  
Science and Technology-Japan).�

In 2011, JGWC (Japan Gravitational Wave Community) 
was established. JGWC consists of JGRG +KAGRA + 
DECIGO+ Innovative Area with about 300 participants. 
Innovative area will support JGRG up to 2016 fiscal 
year. 
 
Members of JGWC consists of GW experimentalists,  
Theorists, space scientists, radio , optical, X-ray,  
gamma ray astronomers and neutrino experimentalists. 
 
Strategy of JGWC is KAGRA first and DECIGO next.�
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Section 1: Gravitational waves from coalescing 
binary neutron stars �

	

�
�
�

Density contour 
In the equator �

GW profile�

Numerical Relativity simulation (zoom-in)�

Hotokezaka�et al. 2014 
�

6 

While this is the first numerical simulation of formation 
of the axially symmetric rotating black hole using 28x28 grid  
in 1981 by Nakamura. 
Main results: If J/M2 <1  then black hole is formed. 
 If J/M2 > 1  outer part expand and BH  with Jc/Mc2 <1 inside�
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7 

 
 

NS-NS and NS-BH merger rates 
 

List of observed binary NS�No. 1, 2010 BINARY PULSAR BIRTHRATES WITH ρ(Ps) 235

Table 1
Properties of PSR–NS Binaries Considered in this Work

PSR Name Ps Ṗs Mpsr Mc Porb e fb,obs fb,eff τ a
age τmgr τd Npsr C Refb

(ms) 10−18 (ss−1) (M⊙) (M⊙) (hr) (Gyr) (Gyr) (Gyr) (kyr)

Tight binaries
B1913+16 59. 8.63 1.44 1.39 7.75 0.617 5.72 2.26 0.0653 0.301 4.31 576 111 1,2
B1534+12 37.9 2.43 1.33 1.35 10.1 0.274 6.04 1.89 0.200 2.73 9.48 429 1130 3,4
J0737-3039A 22.7 1.74 1.34 1.25 2.45 0.088 1.55 0.142 0.086 14.2 1403 105 5
J0737−3039B 2770. 892. 2.45 0.088 14. 0.0493 0.039 6
J1756−2251 28.5 1.02 1.4 1.18 7.67 0.181 1.68 0.382 1.65 16.1 664 1821 7
J1906+0746 144. 20300. 1.25 1.37 3.98 0.085 3.37 0.000112 0.308 0.082 192 126 8,9
Wide binaries
J1518+4904 40.94 0.028 1.56 1.05 206.4 0.249 1.94 29.2 >τH 51.0 276 18,700 10,11
J1811−1736 104.18 0.901 1.60 1.00 451.2 0.828 2.92 1.75 >τH 7.9 584 5860 12,13
J1829+2456 41.01 0.053 1.14 1.36 28.3 0.139 1.94 12.3 >τH 43.0 271 19,000 14
J1753−2240c 95.14 0.97 1.25 1.25 327.3 0.303 2.80 1.4 >τH 8.2 270 13,900 15

Notes. For most pulsars, fb,eff averages over the half-opening angle ρ and misalignment angle α. For PSR J0737−3039B, we adopt the preferred choice for α ≃ 90◦

and average only over the stated uncertainties in ρ(Ps). For PSRs B1913+16 and B1534+12, where both α, ρ measurements are available, we adopt the values of fb, obs
from Kalogera et al. (2001). The final column is C = τi /Npsrfb , also see, Equations (1) and (4). When numbers are uncertain, this table shows self-consistent fiducial
choices. Significant uncertainties are included by explicit convolutions described in the text. Small uncertainties are ignored; for example, our Monte Carlo estimates
for Npsr have Poisson sample-size errors of roughly 1/

√
Ndet ≃ O(2%–5%), where Ndet = 106/Npsr.

a Whenever available, we use the spin-down ages corrected for the Shklovskii effects given in Kiziltan & Thorsett (2009). As for PSRs B1913+16 and B1534+12, we
adapt the results from Arzoumanian et al. (1999). For PSRs J1906+0746, J1811−1736, J1829+2456, J1753−2240, which are not mentioned in Kiziltan & Thorsett
(2009), we adopt the characteristic age as the current age of the pulsar.
b References. (1) Hulse & Taylor 1975; (2) Wex et al. 2000; (3) Wolszczan 1991; (4) Stairs et al. 2002; (5) Burgay et al. 2003; (6) Lyne et al. 2004; (7) Faulkner et al.
2005; (8) Lorimer et al. 2006; (9) Kasian and PALFA consortium 2008; (10) Nice et al. 1996; (11) Janssen et al. 2008; (12) Lyne et al. 2000; (13) Kramer et al. 2003;
(14) Champion et al. 2004; (15) Keith et al. 2009.
c The nature of the companion of PSR J1753-2240 is not yet clear, and it can be either a WD or NS (Keith et al. 2009). In this work, we assume PSR J1753−2240 is
another wide NS–NS binary. Given that its small contribution to the total rate estimates, we note that the nature of the companion would not change the main results
shown in this work. The masses shown for PSR J1753−2240 are half the total binary mass. All plausible mass pair choices lead to a merger time >10 Gyr; the masses
otherwise do not influence our results.

Table 2
Properties of Tight PSR–WD Binaries Considered in this Work

PSR Name Ps Ṗs Mpsr Mc Porb e fb,eff τ a
age τmgr τd Npsr C Refb

(ms) 10−18 (ss−1) (M⊙) (M⊙) (hr) (Gyr) (Gyr) (Gyr) (kyr)

J0751+1807 3.48 0.00779 1.26 0.12 6.32 <10−7 2.62 6.66 9.48 >τH 2404 1588 1,2
J1757−5322 8.87 0.0278 1.35 0.67 10.9 <10−6 1.26 7.16 8.0 145 1082 7335 3
J1141−6545 393.9 4295. 1.3 0.986 4.74 0.172 5.46 0.00145 0.60 0.10 346 53 4,5
J1738+0333 5.85 0.0241 1.7 0.2 8.5 4 × 10−6 1.69 3.71 10.8 >τH 609 9716 6

Notes. For all binaries here, fb,eff averages over the half-opening angle ρ and misalignment angle α. Monte Carlo sampling uncertainty in Npsr is roughly
1/

√
Ndet ≃ O(3%–5%).

a For PSR J0751+1807, we use the spin-down ages corrected for the Shklovskii effects (Kiziltan & Thorsett 2009). For other pulsars, we use the characteristic
age.
b References: (1) Lundgren et al. 1995; (2) Nice et al. 2008; (3) Edwards & Bailes 2001; (4) Kaspi et al. 2000; (5) Bailes et al. 2003; (6) Jacoby 2005.

PSR J0737−3039A to those pulsars and the lack of other con-
straints in that period interval (see Figure 2), we assume log fb
could take on any value between log 1.5 (the value we estimate
in our spin model) and log 6.

Given posterior likelihoods, we could explicitly and system-
atically include observational constraints on the beaming ge-
ometry of PSR J0737−3039A as described earlier; see, e.g.,
the posterior constraints in Demorest et al. (2004) and Ferdman
et al. (2008). Observations support two alternate scenarios. In
one, the pulse is interpreted as from a single highly aligned pole
(α < 4◦). Because of its tight alignment, in this model the beam-
ing correction factor should be large: at least as large as those for
binary pulsars (fb ≃ 6, assuming ρ ∼ 30◦, from ρ(Ps)), and po-
tentially larger (fb ≃ 30 assuming ρ = 10◦, based on observed
opening angles for PSRs B1913+16 and B1534+12). In the

other scenario, favored by recent observations (Ferdman et al.
2008), the pulse profile is interpreted as a double pole orthog-
onal rotator α ≃ π/2 with a fairly wide beam (ρ ∼ 60◦–90◦,
consistent with ρ(Ps)). This latter case is consistent with our
canonical model and leads to a comparable fb. Comparing with
the assumptions presented earlier, so long as we ignore the
possibility of tight alignment and narrow beams, our preferred
model and uncertainties for PSR J0737−3039A already roughly
incorporate its most significant modeling uncertainties. Consid-
ering that the contribution from PSR J1906+0746 is compara-
ble with that of the PSR J0737−3039A, our best estimate for
the birthrate of merging PSR–NS binaries is not very sensitive
to changes in a nearly orthogonal-rotator geometry model for
PSR J0737−3039A. However, because we cannot rule out the
most extreme scenarios for PSR J0737−3039A, for complete-

The Astrophysical Journal, 715:230–241, 2010 May 20 doi:10.1088/0004-637X/715/1/230
C⃝ 2010. The American Astronomical Society. All rights reserved. Printed in the U.S.A.

PULSAR BINARY BIRTHRATES WITH SPIN-OPENING ANGLE CORRELATIONS

Richard O’Shaughnessy1 and Chunglee Kim2
1 Center for Gravitational Wave Physics, Penn State University, University Park, PA 16802, USA; oshaughn@gravity.psu.edu

2 Lund Observatory, Box 43, SE-221 00 Lund, Sweden; ckim@astro.lu.se
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ABSTRACT

One ingredient in an empirical birthrate estimate for pulsar binaries is the fraction of sky subtended by the pulsar
beam: the pulsar beaming fraction. This fraction depends on both the pulsar’s opening angle and the misalignment
angle between its spin and magnetic axes. The current estimates for pulsar binary birthrates are based on an average
value of beaming fractions for only two pulsars, i.e., PSRs B1913+16 and B1534+12. In this paper, we revisit
the observed pulsar binaries to examine the sensitivity of birthrate predictions to different assumptions regarding
opening angle and alignment. Based on empirical estimates for the relative likelihood of different beam half-
opening angles and misalignment angles between the pulsar rotation and magnetic axes, we calculate an effective
beaming correction factor, fb,eff , whose reciprocal is equivalent to the average fraction of all randomly selected
pulsars that point toward us. For those pulsars without any direct beam geometry constraints, we find that fb,eff is
likely to be smaller than 6, a canonically adopted value when calculating birthrates of Galactic pulsar binaries. We
calculate fb,eff for PSRs J0737−3039A and J1141−6545, applying the currently available constraints for their beam
geometry. As in previous estimates of the posterior probability density function P(R) for pulsar binary birthrates
R, PSRs J0737−3039A and J1141−6545 still significantly contribute to, if not dominate, the Galactic birthrate of
tight pulsar–neutron star (NS) and pulsar–white dwarf (WD) binaries, respectively. Our median posterior present-
day birthrate predictions for tight PSR–NS binaries, wide PSR–NS binaries, and tight PSR–WD binaries given a
preferred pulsar population model and beaming geometry are 89 Myr−1, 0.5 Myr−1, and 34 Myr−1, respectively. For
long-lived PSR–NS binaries, these estimates include a weak (×1.6) correction for slowly decaying star formation in
the galactic disk. For pulsars with spin period between 10 ms and 100 ms, where few measurements of misalignment
and opening angle provide a sound basis for extrapolation, we marginalized our posterior birthrate distribution
P(R) over a range of plausible beaming correction factors. We explore several alternative beaming geometry
distributions, demonstrating that our predictions are robust except in (untestable) scenarios with many highly
aligned recycled pulsars. Finally, in addition to exploring alternative beam geometries, we also briefly summarize
how uncertainties in each pulsar binary’s lifetime and in the pulsar luminosity distribution can be propagated
into P(R).

Key words: binaries: close – pulsars: general – stars: neutron – white dwarfs

1. INTRODUCTION

Using pulsar survey selection effects to extrapolate outward to
the entire Milky Way, the observed sample of Milky Way field bi-
nary pulsars constrains the present-day population and birthrate
of these binaries (e.g., Narayan et al. 1991; Phinney 1991;
Curran & Lorimer 1995; Kalogera et al. 2001; Kim et al. 2003,
henceforth denoted KKL; and references therein). Along with
the properties of the population, this empirical birthrate informs
models for their formation (e.g., O’Shaughnessy et al. 2008,
hereafter PSC, 2010); detection rate estimates for gravitational-
wave observatories like LIGO and VIRGO, e.g., Abbott et al.
(2008); and even attempts to unify compact mergers with short
γ -ray bursts (Nakar 2007). Following KKL, a posterior pre-
diction for the present-day birthrate (R) of pulsar binaries on
similar evolutionary tracks to a known pulsar binary can be
expressed in terms of the pulsar’s beaming geometry (through
the effective beaming correction factor fb,eff), effective lifetime
τeff , and the population distribution of individual pulsars (in
luminosity and galaxy position, via Npsr):

P(R) = (τeff/Npsrfb,eff)Re−(τeff/Npsrfb,eff )R ≡ CRe−CR. (1)

Summing over the individual contributions Ri from each spe-
cific pulsar binary i, a posterior prediction for the overall

Galactic birthrate is

P(Rtot) =
∫

ΠdRiPi(Ri)δ
(
Rtot −

∑
Ri

)
. (2)

As of 2009, the best constrained fb’s for binary pulsars are
available for PSRs B1913+16 and B1534+12 (Kalogera et al.
2001). Previous works taking an empirical approach relied
on these two pulsars for the beaming correction to the rate
estimates (e.g., KKL; Kalogera et al. 2004; Kim et al. 2006,
hereafter KKL06). The average value of fb ∼ 6 based on
PSRs B1913+16 and B1534+12 was used as “canonical” value
in order to calculate the birthrate (or merger rate) of pulsar
binaries and the inferred detection rates for the gravitational-
wave detectors.

The motivation for this paper is not only to provide updated
Galactic birthrates of pulsar binaries, but also to provide and
explain more generic beaming correction factors for use in the
birthrate estimates. In this work, we introduce an empirically
motivated beaming model, derive a probability distribution
function for fb, and calculate the effective beaming correction
factor fb,eff for two types of pulsar binaries, a pulsar with a
neutron star (PSR–NS) or a white dwarf (PSR–WD) companion.
Specifically, we adopt currently available constraints on a
misalignment angle α between pulsar spin and magnetic axes
(e.g., Gil & Han 1996; Zhang et al. 2003; Kolonko et al. 2004),
as well as the empirical relationship between the half-opening
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ABSTRACT

One ingredient in an empirical birthrate estimate for pulsar binaries is the fraction of sky subtended by the pulsar
beam: the pulsar beaming fraction. This fraction depends on both the pulsar’s opening angle and the misalignment
angle between its spin and magnetic axes. The current estimates for pulsar binary birthrates are based on an average
value of beaming fractions for only two pulsars, i.e., PSRs B1913+16 and B1534+12. In this paper, we revisit
the observed pulsar binaries to examine the sensitivity of birthrate predictions to different assumptions regarding
opening angle and alignment. Based on empirical estimates for the relative likelihood of different beam half-
opening angles and misalignment angles between the pulsar rotation and magnetic axes, we calculate an effective
beaming correction factor, fb,eff , whose reciprocal is equivalent to the average fraction of all randomly selected
pulsars that point toward us. For those pulsars without any direct beam geometry constraints, we find that fb,eff is
likely to be smaller than 6, a canonically adopted value when calculating birthrates of Galactic pulsar binaries. We
calculate fb,eff for PSRs J0737−3039A and J1141−6545, applying the currently available constraints for their beam
geometry. As in previous estimates of the posterior probability density function P(R) for pulsar binary birthrates
R, PSRs J0737−3039A and J1141−6545 still significantly contribute to, if not dominate, the Galactic birthrate of
tight pulsar–neutron star (NS) and pulsar–white dwarf (WD) binaries, respectively. Our median posterior present-
day birthrate predictions for tight PSR–NS binaries, wide PSR–NS binaries, and tight PSR–WD binaries given a
preferred pulsar population model and beaming geometry are 89 Myr−1, 0.5 Myr−1, and 34 Myr−1, respectively. For
long-lived PSR–NS binaries, these estimates include a weak (×1.6) correction for slowly decaying star formation in
the galactic disk. For pulsars with spin period between 10 ms and 100 ms, where few measurements of misalignment
and opening angle provide a sound basis for extrapolation, we marginalized our posterior birthrate distribution
P(R) over a range of plausible beaming correction factors. We explore several alternative beaming geometry
distributions, demonstrating that our predictions are robust except in (untestable) scenarios with many highly
aligned recycled pulsars. Finally, in addition to exploring alternative beam geometries, we also briefly summarize
how uncertainties in each pulsar binary’s lifetime and in the pulsar luminosity distribution can be propagated
into P(R).
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the entire Milky Way, the observed sample of Milky Way field bi-
nary pulsars constrains the present-day population and birthrate
of these binaries (e.g., Narayan et al. 1991; Phinney 1991;
Curran & Lorimer 1995; Kalogera et al. 2001; Kim et al. 2003,
henceforth denoted KKL; and references therein). Along with
the properties of the population, this empirical birthrate informs
models for their formation (e.g., O’Shaughnessy et al. 2008,
hereafter PSC, 2010); detection rate estimates for gravitational-
wave observatories like LIGO and VIRGO, e.g., Abbott et al.
(2008); and even attempts to unify compact mergers with short
γ -ray bursts (Nakar 2007). Following KKL, a posterior pre-
diction for the present-day birthrate (R) of pulsar binaries on
similar evolutionary tracks to a known pulsar binary can be
expressed in terms of the pulsar’s beaming geometry (through
the effective beaming correction factor fb,eff), effective lifetime
τeff , and the population distribution of individual pulsars (in
luminosity and galaxy position, via Npsr):

P(R) = (τeff/Npsrfb,eff)Re−(τeff/Npsrfb,eff )R ≡ CRe−CR. (1)

Summing over the individual contributions Ri from each spe-
cific pulsar binary i, a posterior prediction for the overall

Galactic birthrate is

P(Rtot) =
∫

ΠdRiPi(Ri)δ
(
Rtot −

∑
Ri

)
. (2)

As of 2009, the best constrained fb’s for binary pulsars are
available for PSRs B1913+16 and B1534+12 (Kalogera et al.
2001). Previous works taking an empirical approach relied
on these two pulsars for the beaming correction to the rate
estimates (e.g., KKL; Kalogera et al. 2004; Kim et al. 2006,
hereafter KKL06). The average value of fb ∼ 6 based on
PSRs B1913+16 and B1534+12 was used as “canonical” value
in order to calculate the birthrate (or merger rate) of pulsar
binaries and the inferred detection rates for the gravitational-
wave detectors.

The motivation for this paper is not only to provide updated
Galactic birthrates of pulsar binaries, but also to provide and
explain more generic beaming correction factors for use in the
birthrate estimates. In this work, we introduce an empirically
motivated beaming model, derive a probability distribution
function for fb, and calculate the effective beaming correction
factor fb,eff for two types of pulsar binaries, a pulsar with a
neutron star (PSR–NS) or a white dwarf (PSR–WD) companion.
Specifically, we adopt currently available constraints on a
misalignment angle α between pulsar spin and magnetic axes
(e.g., Gil & Han 1996; Zhang et al. 2003; Kolonko et al. 2004),
as well as the empirical relationship between the half-opening
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search signal-to-noise ratio !binary, the degradation factor
F ¼ !binary=!control. Significant degradation occurs, there-
fore, when F5 1. Since accumulated Doppler shift, and
therefore F, is a strong function of the orbital phase at
the start of a given observation, for both binary systems,
we calculate the mean value of F for a variety of starting
orbital phases appropriately weighted by the time spent
in that particular part of the orbit.

A similar analysis was made by Camilo et al. (2000)
for the millisecond pulsars in 47 Tucanae. In this paper,
where we are interested in the degradation as a function
of integration time, we generate time series with a variety
of lengths between 1 minute and 1 hr using sampling
intervals similar to those of the actual surveys listed in
Table 1. The results are summarized in Figure 1, where
we plot average F versus integration time for both sets of
orbital parameters. As expected, surveys with the longest
integration times are most affected by Doppler smearing.
For the Parkes Multibeam Survey (Lyne et al. 2000;
Manchester et al. 2001), which has an integration time of
35 minutes, mean values of F are 0.7 and 0.3 for PSR
B1913+16 and PSR B1534+12, respectively.4 The greater
degradation for PSR B1534+12 is due to its mildly

eccentric orbit (e " 0:3 vs. 0.6 for PSR B1913+16), which
results in a much more persistent change in apparent
pulse period when averaged over the entire orbit. For the
Jodrell Bank and Swinburne surveys (Nicastro et al.
1995; Edwards et al. 2001), which both have integration
times of the order of 5 minutes, we find F " 0:9 for both
systems. For all other surveys, which have significantly
shorter integration times, no significant degradation is
seen, and we take F ¼ 1.

5. STATISTICAL ANALYSIS

In this section we describe in detail the derivation of the
probability distribution of the Galactic coalescence rate R.
The analysis method makes use of Bayesian statistics and
takes into account the rate contributions of both observed
NS-NS binaries. At the end of the section we derive the
associated detection rates for LIGO.

5.1. The Rate Probability Distribution for
Each Observed NS-NS Binary

As already mentioned in x 2, for each of the two
observed NS-NS binaries (PSR B1913+16 or PSR
B1534+12), we generate pulsar populations in physical
and radio luminosity space with pulse periods and widths
fixed to the observed ones and with different absolute
normalizations, i.e., total number Ntot of pulsars in the
galaxy. We generate large numbers of ‘‘ observed ’’ pulsar

4 In order to improve on the sensitivity to binary pulsars, the Parkes
Multibeam Survey data are now being reprocessed using various algo-
rithms designed to account for binary motion during the integration time
(Faulkner et al. 2003).

TABLE 1

Simulated Pulsar Surveys

Year Telescope
"a

(MHz)
D"b

(MHz)
tobs

c

(s)
tsamp

d

(ms)
Smin

e

(mJy) Detectedf References

1972 .............. Lovell 76 m 408 4 660 40 10 51/31 1, 2
1974 .............. Arecibo 305m 430 8 137 17 1 50/40 3, 4
1977 .............. Molonglo 408 4 45 20 10 224/155 5
1977 .............. Green Bank 300 inch 400 16 138 17 10 50/23 6, 7
1982 .............. Green Bank 300 inch 390 16 138 17 2 83/34 8
1983 .............. Green Bank 300 inch 390 8 132 2 5 87/20 9

Lovell 76 m 1400 40 524 2 1 61/40 10
1984 .............. Arecibo 305m 430 1 40 0.3 3 24/5 9
1985 .............. Molonglo 843 3 132 0.5 8 10/1 11
1987 .............. Arecibo 305m 430 10 68 0.5 1 61/24 12
1988 .............. Parkes 64m 1520 320 150 0.3 1 100/46 13
1990 .............. Arecibo 305m 430 10 40 0.5 2 2/2 14
1992 .............. Parkes 64m 430 32 168 0.3 3 298/101 15, 16
1993 .............. Arecibo 305m 430 10 40 0.5 1 56/90 17–20
1994 .............. Lovell 76 m 411 8 315 0.3 5 5/1 21
1995 .............. Green Bank 140 inch 370 40 134 0.3 8 84/8 22
1998 .............. Parkes 64m 1374 288 265 0.1 0.5 69/170 23

Parkes 64m 1374 288 2100 0.3 0.2 "900/600 24, 25

a Center frequency.
b Bandwidth.
c Integration time.
d Sampling time.
e Sensitivity limit at the survey frequency for long-period pulsars (calculated for each trial in the simulations).
f Total number of detections and new pulsars.
References.—(1) Davies, Lyne, & Seiradakis 1972. (2) Davies, Lyne, & Seiradakis 1973. (3) Hulse & Taylor 1974. (4) Hulse

& Taylor 1975. (5) Manchester et al. 1978. (6) Damashek, Taylor, & Hulse 1978. (7) Damashek et al. 1982. (8) Dewey et al.
1985. (9) Stokes et al. 1986. (10) Clifton et al. 1992. (11) D’Amico et al. 1988. (12) Nice, Fruchter, & Taylor 1995. (13)
Johnston et al. 1992. (14)Wolszczan 1991. (15)Manchester et al. 1996. (16) Lyne et al. 1998. (17) Ray et al. 1996. (18) Camilo et
al. 1996. (19) Foster et al. 1995. (20) Lundgren, Zepka, & Cordes 1995. (21) Nicastro et al. 1995. (22) Sayer et al. 1997. (23)
Edwards et al. 2001. (24) Lyne et al. 2000. (25)Manchester et al. 2001.
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ERRATUM: “THE COSMIC COALESCENCE RATES FOR DOUBLE NEUTRON STAR BINARIES”
(ApJ, 601, L179 [2004])

V. Kalogera, C. Kim, D. R. Lorimer, M. Burgay, N. D’Amico, A. Possenti, R. N. Manchester, A. G. Lyne,
B. C. Joshi, M. A. McLaughlin, M. Kramer, J. M. Sarkissian, and F. Camilo

In our original Letter, we calculated the likely size of the Galactic double neutron star (DNS) population in two stages. First,
we simulated the DNS distribution in the Galaxy. At this stage, in addition to storing the spatial properties and luminosities of
the model pulsars, we also computed their expected dispersion measures and pulse scatter broadening times using a model for the
electron density distribution. This information was stored to an intermediate file for subsequent analysis by our simulation code,
in which the simulated population was “searched” using detailed models of the various pulsar surveys. Unfortunately, while the
scatter-broadening times created in the first part of the calculation were saved in units of milliseconds, the survey simulation code
assumed them in units of seconds. This error led to an underprediction of the number of pulsars in the model observed samples,
which in turn resulted in an overestimate of the true number, and hence in-spiral rate, of DNS binaries in the Galaxy.
We have now repeated these calculations using the correct unit conversion and find the Galactic DNS in-spiral rate to beR

Myr!1 at a 95% confidence interval (model 6), a factor of ∼2.2 smaller than in the original paper. The corresponding"209.183.0!66.1
detection rates for the initial and advanced LIGO are yr!1 and yr!1, respectively."87.6 !3 "470.5R p (34.8 )# 10 R p 186.8det,ini !27.7 det,adv !148.7
For all models we consider, the estimated DNS in-spiral rates range between ∼4 and 224 Myr!1. We show the revised result for
our reference model in Figure 1. Table 1 summarizes the revised calculations for all models in our original paper. However, we
note that the increase rate factor (IRF) due to the discovery of J0737–3039 remains essentially unaffected, since the unit error
cancels out, the IRF being a measure of relative changes in rate. The IRF is found to be in the range 6–7 for all models under
consideration. The exact values of IRF are shown in Table 1.
This error also propagates through to our predictions for future DNS discoveries in the Parkes multibeam survey. Repeating the

analysis in § 4 of our original Letter, we find that the average number of DNS with properties similar to those currently known
to be detected using full acceleration search processing is ∼4. The revised probability distribution of expected detections is shown
in Figure 2.

TABLE 1
Estimates for Galactic In-spiral Rates and Predicted LIGO Detection Rates (at 95%

Confidence) for Different Population Models

of LIGObRdet

Modela
Rtot

(Myr!1) IRF
Initial
(kyr!1)

Advanced
(yr!1)

1 . . . . . . . . . . . . . . . . "59.423.2!18.5 6.4 "24.99.7!7.7
"133.652.2!41.6

6 . . . . . . . . . . . . . . . . "209.183.0!66.1 6.3 "87.634.8!27.7
"470.5186.8!148.7

9 . . . . . . . . . . . . . . . . "20.27.9!6.3 6.6 "8.43.3!2.6
"45.417.7!14.1

10 . . . . . . . . . . . . . . . "57.023.3!18.4 5.8 "23.99.8!7.7
"128.252.4!41.3

12 . . . . . . . . . . . . . . . "21.99.0!7.1 6.0 "9.23.8!3.0
"49.420.2!15.9

14 . . . . . . . . . . . . . . . "9.43.8!2.8 5.8 "3.91.6!1.2
"21.18.5!6.2

15 . . . . . . . . . . . . . . . "593.8223.7!180.6 7.1 "248.693.7!75.6
"1336.0503.2!406.3

17 . . . . . . . . . . . . . . . "135.351.6!41.5 6.9 "56.721.6!17.4
"304.4116.1!93.4

19 . . . . . . . . . . . . . . . "38.214.6!11.7 7.0 "16.06.1!4.9
"86.032.8!26.3

20 . . . . . . . . . . . . . . . "217.989.0!70.8 6.2 "91.237.3!29.6
"490.3200.3!159.3

a Model numbers correspond to KKL. Model 1 was used as a reference model in KKL. Model 6 is our
reference model in this study.

b Increase rate factor compared to previous rates reported in KKL. .IRF{ R /Rpeak,new peak,KKL

Kalogera 2004b corrected the errors�
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Fig. 1.—Probability density function that represents our expectation that the actual DNS binary merger rate in the Galaxy (bottom axis) and the predicted initial
LIGO detector rate (top axis) take on particular values, given the observations. The curves shown are calculated assuming our reference model parameters (see
text). The solid line shows the total probability density, along with those obtained for each of the three binary systems (dashed lines). Inset: Total probability
density, and corresponding 68%, 95%, and 99% confidence limits, shown in a linear scale. Revised from original figure.

Fig. 2.—Probability density function of the predicted number of observed DNS binary systems Nobs for the PMB survey, for our reference model (model 6 in
C. Kim, V. Kalogera, & D. R. Lorimer, ApJ, 584, 985 [2003], KKL). The mean value is estimated to be . Revised from original figure.AN S p 3.6obs
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ABSTRACT

The Double Pulsar (PSR J0737−3039) is the only neutron star-neutron star (NS−NS)
binary in which both NSs have been detectable as radio pulsars. The Double Pulsar
has been assumed to dominate the Galactic NS−NS binary merger rate Rg among
all known systems, solely based on the properties of the first-born, recycled pulsar
(PSR J0737−3039A, or A) with an assumption for the beaming correction factor of
6. In this work, we carefully correct observational biases for the second-born, non-
recycled pulsar (PSR J0737−0737B, or B) and estimate the contribution from the
Double Pulsar on Rg using constraints available from both A and B. Observational
constraints from the B pulsar favour a small beaming correction factor for A (∼
2), which is consistent with a bipolar model. Considering known NS−NS binaries
with the best observational constraints, including both A and B, we obtain Rg =
21+28

−14 Myr−1 at 95 per cent confidence from our reference model. We expect the
detection rate of gravitational waves from NS−NS inspirals for the advanced ground-
based gravitational-wave detectors is to be 8+10

−5 yr−1 at 95 per cent confidence. Within
several years, gravitational-wave detections relevant to NS−NS inspirals will provide
us useful information to improve pulsar population models.

Key words: pulsars: methods: statistical - binaries: close

1 INTRODUCTION

As of today, there are four confirmed neutron star-neutron
star (NS−NS) binaries1 in the Galactic plane that will
merge within a Hubble time. All known NS−NS bina-
ries contain at least one radio pulsar that is detected by
large-scale pulsar surveys: PSRs B1913+16 (Hulse & Taylor
1975), B1534+12 (Wolszczan 1991), the Double Pulsar
J0737−3039 (Burgay et al. 2003; Lyne et al. 2004), and
J1756−2251 (Faulkner et al. 2005). NS−NS mergers are one
of the most promising sources from which detect gravi-
tational waves (GWs) with ground-based interferometers
(e.g., Abadie et al. 2010, and reference therein). By mod-
elling the Galactic disc pulsar population as well as selec-

⋆ Email:chunglee.kim0@gmail.com
1 PSR J1906+0746, discovered by Lorimer et al. (2006), is the
latest known merging NS−NS binary candidate. However, the
nature of its companion is still inconclusive (Kasian 2012;
Ferdman et al. 2013) and we do not include this binary in this
work.

tion effects based on observed properties of known bina-
ries and survey characteristics, one can infer the Galac-
tic merger rate estimates (Rg) and GW detection rate
(Rdet) for NS−NS binaries with ground-based GW detec-
tors (Phinney 1991; Narayan et al. 1991; Curran & Lorimer
1995; Kalogera et al. 2001; Kim, Kalogera, & Lorimer 2003,
2010; O’Shaughnessy & Kim 2010, e.g.,).

The Double Pulsar was discovered in the Parkes high-
latitude pulsar survey (Burgay et al. 2003; Lyne et al.
2004). This binary has been assumed to dominate Rg

based on the properties of the first-born, recycled pul-
sar PSR J0737−3039A (hereafter A) due to its large as-
sumed beaming correction factor and short estimated life-
time. Kalogera et al. (2004) estimated the most likely value
of Rg ∼ 90 Myr−1, considering PSRs B1913+16, B1534+12,
and the A pulsar. Without observational constraints, they
assumed A’s beaming correction factor to be 6. This is an av-
erage of the estimated beaming correction factors for PSRs
B1913+16 and B1534+12, based on polarization measure-
ments.

O’Shaughnessy & Kim (2010) attempted to calculate
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Figure 7. Pg(Rg) (solid) is overlaid with individual P(R) ob-
tained from PSR B1916+13 (dotted) and the Double Pulsar
(short dashed). Based on our reference model, the Galactic
NS−NS merger rate is most likely to be 21 Myr−1. The corre-
sponding GW detection rate for the advanced ground-based GW
detectors is ∼ 8 yr−1.

tions for these binaries, different observational biases are re-
quired. Monte Carlo simulations of such systems with no de-
tection require free parameters, most importantly the epoch
of detection. Although it is technically possible to model a
few different orbital configurations assuming binary orbital
evolution (e.g. Peters & Mathews 1963) and simple spin-
down for A, the uncertainties involved would substantially
increases uncertainties in our rate estimates. In this work,
we therefore calculate the Galactic NS−NS merger rate esti-
mates only using the best observational constraints available
at present, especially for the A and B pulsars.

In order to better constrain the contribution of known
pulsar binaries to the Galactic NS−NS merger rate esti-
mates, we call for a more realistic surface magnetic field
and/or radio emission model. A binary formation model that
can describe the spin evolution of A and B (to pin down the
binary age) is also useful. Additional pulse profile observa-
tions of B will be invaluable to map out its beam function
more accurately when it reappears.

More discoveries of relativistic NS−NS binaries are also
important. Large-scale pulsar surveys with unprecedented
sensitivity such as the LOFAR (LOw Frequency ARray; van
Leeuwen & Stappers 2010) and the planned Square Kilo-
metre Array (Smits et al. 2009) are expected to find more
NS−NS binaries. In addition to electromagnetic wave sur-
veys, GW detection will provide a completely new, inde-
pendent probe for relativistic NS−NS binaries. When the
ground-based GW detectors start detecting NS−NS binaries
or pulsar-black hole binaries, those observed GW detection

rate will be useful to further constrain the pulsar population
models.
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ABSTRACT

The Double Pulsar (PSR J0737−3039) is the only neutron star-neutron star (NS−NS)
binary in which both NSs have been detectable as radio pulsars. The Double Pulsar
has been assumed to dominate the Galactic NS−NS binary merger rate Rg among
all known systems, solely based on the properties of the first-born, recycled pulsar
(PSR J0737−3039A, or A) with an assumption for the beaming correction factor of
6. In this work, we carefully correct observational biases for the second-born, non-
recycled pulsar (PSR J0737−0737B, or B) and estimate the contribution from the
Double Pulsar on Rg using constraints available from both A and B. Observational
constraints from the B pulsar favour a small beaming correction factor for A (∼
2), which is consistent with a bipolar model. Considering known NS−NS binaries
with the best observational constraints, including both A and B, we obtain Rg =
21+28

−14 Myr−1 at 95 per cent confidence from our reference model. We expect the
detection rate of gravitational waves from NS−NS inspirals for the advanced ground-
based gravitational-wave detectors is to be 8+10

−5 yr−1 at 95 per cent confidence. Within
several years, gravitational-wave detections relevant to NS−NS inspirals will provide
us useful information to improve pulsar population models.

Key words: pulsars: methods: statistical - binaries: close

1 INTRODUCTION

As of today, there are four confirmed neutron star-neutron
star (NS−NS) binaries1 in the Galactic plane that will
merge within a Hubble time. All known NS−NS bina-
ries contain at least one radio pulsar that is detected by
large-scale pulsar surveys: PSRs B1913+16 (Hulse & Taylor
1975), B1534+12 (Wolszczan 1991), the Double Pulsar
J0737−3039 (Burgay et al. 2003; Lyne et al. 2004), and
J1756−2251 (Faulkner et al. 2005). NS−NS mergers are one
of the most promising sources from which detect gravi-
tational waves (GWs) with ground-based interferometers
(e.g., Abadie et al. 2010, and reference therein). By mod-
elling the Galactic disc pulsar population as well as selec-

⋆ Email:chunglee.kim0@gmail.com
1 PSR J1906+0746, discovered by Lorimer et al. (2006), is the
latest known merging NS−NS binary candidate. However, the
nature of its companion is still inconclusive (Kasian 2012;
Ferdman et al. 2013) and we do not include this binary in this
work.

tion effects based on observed properties of known bina-
ries and survey characteristics, one can infer the Galac-
tic merger rate estimates (Rg) and GW detection rate
(Rdet) for NS−NS binaries with ground-based GW detec-
tors (Phinney 1991; Narayan et al. 1991; Curran & Lorimer
1995; Kalogera et al. 2001; Kim, Kalogera, & Lorimer 2003,
2010; O’Shaughnessy & Kim 2010, e.g.,).

The Double Pulsar was discovered in the Parkes high-
latitude pulsar survey (Burgay et al. 2003; Lyne et al.
2004). This binary has been assumed to dominate Rg

based on the properties of the first-born, recycled pul-
sar PSR J0737−3039A (hereafter A) due to its large as-
sumed beaming correction factor and short estimated life-
time. Kalogera et al. (2004) estimated the most likely value
of Rg ∼ 90 Myr−1, considering PSRs B1913+16, B1534+12,
and the A pulsar. Without observational constraints, they
assumed A’s beaming correction factor to be 6. This is an av-
erage of the estimated beaming correction factors for PSRs
B1913+16 and B1534+12, based on polarization measure-
ments.

O’Shaughnessy & Kim (2010) attempted to calculate
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binary in which both NSs have been detectable as radio pulsars. The Double Pulsar
has been assumed to dominate the Galactic NS−NS binary merger rate Rg among
all known systems, solely based on the properties of the first-born, recycled pulsar
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SGRB=NS-NS merger ?�
•  This is just an assumption without  smoking gun. 
•  Before 1997, almost every GRB scientists 

believed that GRB is the local event at most in 
our galaxy or its halo  except for Pacynski. 

•  Many people believed that the compactness 
problem is  denying  the cosmological origin of 
GRBs although Γ>100 relativistic jet solved the 
problem. 

•  There are at least two Long GRBs without Super 
Nova so that no supernova in  SGRBs so far is 
not a smoking gun. 

21 

A 

I have ever proposed unified model of GRBs 
 with Yamazaki et al. 2004 

A B2 C 

Long GRB Short GRB XRF/XRR 

observed spectrum 
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What is GRB(Gamma Ray Burst)�

•   Burst of photons with energy ~250keV coming 
from the cosmological distance with duration 
10-2sec – 104sec�event rate per year is about 

��1000. 
•  Arrival directions are isotropic. 
•  Spectrum is the empirical Band Spectrum  
•  At least two classes exist. 
•  Short GRBs, Long GRBs 

���
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Spectrum 
•  Band spectrum(photon 

number) 

  
Energy/log interval 

•  Peak energy (Max of 
EF(E)) 
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Kaneko et al. 
2006�

  Ep distribution�
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LGRB(Long GRB)�

SGRB(Short GRB)�

���

BATSE was launched in 1990 and observed �2700GRBs. 
Redshift z is unknown. Interestingly �900 are SGRBs. 
�

�
�
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Color corresponds 
To brightness �

Galactic north pole�

Galactic south pole�

Arrival directions of �

BATSE Trigger 179
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Example of SGRB�
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BATSE Trigger 207
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GRB050709 

Extended Emission�
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GRB050724 

3 important variables�

•   Eiso= total energy if the emission is isotropic 
•  Lp= peak value of the luminosity 
•   Ep= peak energy of the photon  
•  for dim GRBs Ep is  difficult to determine. 
•  It is impossible to determine these three 

values without redshift. 
•  Are there relations among Ep, Lp  and  Eiso? 

There are at least two empirical relations.�

�	�
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Yonetoku relation for �Ep-Lp����
•  Yonetoku, Murakami, Nakamura et al. in 2004.    

We only had 11 LGRBs with z, Ep and Lp.�

Petrosian 1993; Maloney & Petrosian 1999; Lloyd-Ronning
et al. 2002a). The present work is the first to derive the GRB
formation rate on the basis of the Ep-luminosity relation.
Throughout the paper, we assume a flat-isotropic universe
with !m ¼ 0:32, !" ¼ 0:68, and H0 ¼ 72 km s"1 Mpc"1

(Bennett et al. 2003; Spergel et al. 2003).

2. DATA ANALYSIS

First, we analyzed 11 GRBs in the BATSE archive with
known redshifts (970508, 970828, 971214, 980326, 980329,
980703, 990123, 990506, 990510, 991216, and 000131).
Following previous work by Amati et al. (2002), we calculate
the Ep of the burst average spectra and the peak luminosity
integrating between 1 s intervals at the peak, because this is a
better distance indicator than the burst average luminosity.

We used spectral data detected by the BATSE LAD detec-
tors and performed a spectral analysis with the standard data
reduction for each GRB.4 We extracted the burst data in the
#T90 interval for each burst and subtracted the background
spectrum derived from the average spectrum before and after
the GRB in the same data set. We adopted the spectral model
of a smoothly broken power law (Band et al. 1993). The
model function is described below:

N (E ) ¼

A

!
E

100 keV

"!

exp " E

E0

! "
; for E $ (! " " )E0;

A

!
E

100 keV

""
(! " " )E0

100 keV

# $!""
exp (" " ! ); for E % (! " " )E0:

8
>>><

>>>:

ð1Þ

Here N(E ) is in units of photons cm"2 s"1 keV"1 and E0 is the
energy at the spectral break; ! and " are the low- and high-
energy power-law indices, respectively. For the cases of
" < "2 and ! > "2, the peak energy can be derived as
Ep ¼ (2þ ! )E0, which corresponds to the energy at the
maximum flux in the #F# spectra. The peak luminosity with
the proper k-correction can be calculated as L ¼ 4$d 2

LF%kc,
where dL and F% are the luminosity distance and observed
peak flux integrated between 30 and 10,000 keV, respectively.
The k-correction factors (kc) are estimated by the same method
used by Amati et al. (2002), are consistent with the ones of

Bloom et al. (2001), and do not exceed 2. We summarize the
fitting results for the 11 GRBs in Table 1.

3. EP -LUMINOSITY RELATION

In Figure 1 we show the peak luminosities, in units of
1052 ergs s"1, as a function of peak energy, Ep(1þ z), in the
rest frame of each GRB. For GRB 980703, only a lower limit
of Ep(1þ z) is set because of the spectral index " > "2. The
BeppoSAX results reported by Amati et al. (2002) are also
included in the same figure after correcting the energy range.
Here we converted the peak fluxes of Amati et al. (2002, their
Table 1) into the peak luminosity of our energy range of 30–
10,000 keV, using their spectral parameters. Therefore, we can
combine our 11 BATSE results with BeppoSAX results in the
same plane. This is the key to the present work.
There is a higher and tighter positive correlation between

Ep(1þ z) and L than in previous works. The linear correla-
tion coefficient, including the weighting factors, is 0.958 for
14 degrees of freedom (16 samples with firm redshifts5;

4 See http://cossc.gsfc.nasa.gov/analysis/index.html.

5 Since there are four samples detected by both BeppoSAX and BATSE, so
the independent sample is 12.

TABLE 1

Spectral Parameters for 11 Known-Redshift GRBs of BATSE

GRB Redshift ! "
Ep(1 + z)

(keV)

Peak Flux

(10"6 ergs cm"2 s"1)

Peak Luminosity

1052 ergs s"1 &2/dof kc

970508............ 0.835 "1:03þ1:51
"0:06 "2:20þ0:10

"0:11 89:8þ37:8
"29:7 0.45) 0.10 0.14) 0.01 43.8/40 1.6

970828............ 0.9578 "0:45þ0:06
"0:06 "2:06þ0:08

"0:10 742:6þ29:4
"32:1 5.93) 0.34 3.67) 0.15 96.0/82 1.5

971214............ 3.418 "0:36þ0:14
"0:14 "3:10þ0:52

"6:90 806:7þ48:6
"63:2 1.25) 0.28 19.51) 0.17 68.9/66 1.2

980326............ 0.9–1.1 "0:93þ0:09
"0:08 "2:96þ0:21

"0:51 35.0–100.0 0.65) 0.15 0.24–0.40 55.7/48 1.4

980329............ 2.0–3.9 "0:79þ0:03
"0:03 "2:27þ0:04

"0:05 785.0–1085.0 5.79) 4.17 12.49–72.38 121.1/112 1.3

980703............ 0.966 "0:80þ0:22
"0:16 "1:60þ0:06

"0:09 >150.0 2.64) 0.51 1.76) 0.05 89.6/91 1.3

990123............ 1.600 "0:18þ0:08
"0:07 "2:33þ0:08

"0:09 1333:7þ49:8
"56:9 19.6) 0.16 31.22) 0.23 134.1/112 1.2

990506............ 1.30 "0:90þ0:19
"0:13 "2:08þ0:08

"0:10 737:6þ69:2
"87:8 9.36) 0.20 13.28) 0.10 108.3/103 1.3

990510............ 1.619 "0:71þ0:12
"0:12 "3:79þ0:51

"6:21 538:4þ22:3
"32:1 2.98) 0.18 6.19) 0.06 89.9/111 1.4

991216............ 1.020 "0:66þ0:04
"0:04 "2:44þ0:12

"0:17 1083:7þ37:3
"41:3 61.4) 1.21 32.36) 0.11 125.8/102 1.2

000131............ 4.5 "0:91þ0:20
"0:15 "2:02þ0:18

"0:32 926:0þ97:5
"83:1 2.67) 0.41 51.35) 7.88 115.1/97 1.4

Fig. 1.—Ep-luminosity relation. The open squares are our present results
with BATSE. The results of BeppoSAX (Amati et al. 2002) are also shown as
the filled squares. Both results are plotted as Ep(1þ z) at the rest frame of the
GRBs and the peak luminosity between 30 and 10,000 keV derived by the 1 s
peak flux. The points shown with two crosses indicate the results of GRBs
with ambiguous redshifts (GRB 980326, GRB 980329 and GRB 000214). The
solid line is the best-fit power-law model for the data.
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Petrosian 1993; Maloney & Petrosian 1999; Lloyd-Ronning
et al. 2002a). The present work is the first to derive the GRB
formation rate on the basis of the Ep-luminosity relation.
Throughout the paper, we assume a flat-isotropic universe
with !m ¼ 0:32, !" ¼ 0:68, and H0 ¼ 72 km s"1 Mpc"1

(Bennett et al. 2003; Spergel et al. 2003).

2. DATA ANALYSIS

First, we analyzed 11 GRBs in the BATSE archive with
known redshifts (970508, 970828, 971214, 980326, 980329,
980703, 990123, 990506, 990510, 991216, and 000131).
Following previous work by Amati et al. (2002), we calculate
the Ep of the burst average spectra and the peak luminosity
integrating between 1 s intervals at the peak, because this is a
better distance indicator than the burst average luminosity.

We used spectral data detected by the BATSE LAD detec-
tors and performed a spectral analysis with the standard data
reduction for each GRB.4 We extracted the burst data in the
#T90 interval for each burst and subtracted the background
spectrum derived from the average spectrum before and after
the GRB in the same data set. We adopted the spectral model
of a smoothly broken power law (Band et al. 1993). The
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Here N(E ) is in units of photons cm"2 s"1 keV"1 and E0 is the
energy at the spectral break; ! and " are the low- and high-
energy power-law indices, respectively. For the cases of
" < "2 and ! > "2, the peak energy can be derived as
Ep ¼ (2þ ! )E0, which corresponds to the energy at the
maximum flux in the #F# spectra. The peak luminosity with
the proper k-correction can be calculated as L ¼ 4$d 2

LF%kc,
where dL and F% are the luminosity distance and observed
peak flux integrated between 30 and 10,000 keV, respectively.
The k-correction factors (kc) are estimated by the same method
used by Amati et al. (2002), are consistent with the ones of

Bloom et al. (2001), and do not exceed 2. We summarize the
fitting results for the 11 GRBs in Table 1.
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In Figure 1 we show the peak luminosities, in units of
1052 ergs s"1, as a function of peak energy, Ep(1þ z), in the
rest frame of each GRB. For GRB 980703, only a lower limit
of Ep(1þ z) is set because of the spectral index " > "2. The
BeppoSAX results reported by Amati et al. (2002) are also
included in the same figure after correcting the energy range.
Here we converted the peak fluxes of Amati et al. (2002, their
Table 1) into the peak luminosity of our energy range of 30–
10,000 keV, using their spectral parameters. Therefore, we can
combine our 11 BATSE results with BeppoSAX results in the
same plane. This is the key to the present work.
There is a higher and tighter positive correlation between

Ep(1þ z) and L than in previous works. The linear correla-
tion coefficient, including the weighting factors, is 0.958 for
14 degrees of freedom (16 samples with firm redshifts5;

4 See http://cossc.gsfc.nasa.gov/analysis/index.html.

5 Since there are four samples detected by both BeppoSAX and BATSE, so
the independent sample is 12.
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Fig. 1.—Ep-luminosity relation. The open squares are our present results
with BATSE. The results of BeppoSAX (Amati et al. 2002) are also shown as
the filled squares. Both results are plotted as Ep(1þ z) at the rest frame of the
GRBs and the peak luminosity between 30 and 10,000 keV derived by the 1 s
peak flux. The points shown with two crosses indicate the results of GRBs
with ambiguous redshifts (GRB 980326, GRB 980329 and GRB 000214). The
solid line is the best-fit power-law model for the data.
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Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is

L

1052 ergs s%1
¼ (2:34þ2:29

%1:76)$10%5

!
Ep(1þ z)

1 keV

"2:0'0:2

; ð2Þ

where the uncertainties have a 1 ! error.

4. REDSHIFT ESTIMATION AND GRB
FORMATION RATE

The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
example, 12 GRBs in the 220 samples of Fenimore &
Ramirez-Ruiz (2000) (trigger numbers: 678, 1468, 1601,
1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is

L

1052 ergs s%1
¼ (2:34þ2:29

%1:76)$10%5

!
Ep(1þ z)

1 keV

"2:0'0:2

; ð2Þ

where the uncertainties have a 1 ! error.
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The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
example, 12 GRBs in the 220 samples of Fenimore &
Ramirez-Ruiz (2000) (trigger numbers: 678, 1468, 1601,
1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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Correlation coefficent=0.958�

This relation can be used to determine the redshift of LGRBs.����
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That is, using the observed flux fp and the peak photon energy Ep 
with  dL(z) being the luminosity distance to lead L=4πdL(z)2fp . 
Inserting this luminosity, only z is unkown. 
 
 
 
 
 
Therefore z is determined if you believe in Yonetoku  
Relation. 
 �

���

Fig. 1, open and filled squares) for log ½Ep(1þ z)# and log ½L#.
The chance probability shows an extremely low value of
5:31$ 10%9. When we adopt the power-law model to the
Ep-luminosity relation, the best-fit function is
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where the uncertainties have a 1 ! error.

4. REDSHIFT ESTIMATION AND GRB
FORMATION RATE

The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
example, 12 GRBs in the 220 samples of Fenimore &
Ramirez-Ruiz (2000) (trigger numbers: 678, 1468, 1601,
1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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where the uncertainties have a 1 ! error.

4. REDSHIFT ESTIMATION AND GRB
FORMATION RATE

The Ep-luminosity relation derived from BeppoSAX and
BATSE in the previous section seems to be a much better
indicator of the peak luminosity than the spectral time lag and
variability of GRBs (Norris et al. 2000; Fenimore & Ramirez-
Ruiz 2000; Schaefer et al. 2001), since the correlation is
higher. In this section, using the Ep-luminosity relation, we try
to estimate the peak luminosities and the redshifts of the
BATSE GRBs without known redshifts.

First, we picked up about 1000 brighter GRBs from the
BATSE triggered event list in a class of with the long duration
of T90 > 2 s. Then, we extracted the average spectrum for
each GRB. We excluded GRBs that did not have full data of
T90 duration and/or the appropriate detector response matri-
ces.6 For the other good samples, we performed spectral
analysis using the method described in x 2. After setting the
flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1 in order to have a
better signal-to-nosie ratio, 745 samples remained in this se-
lection. Having obtained the 1 s peak flux F" and Ep at the
observer’s rest frame, we can estimate the redshift using
equation (2). The estimated redshifts of 21 samples are beyond
z >12, and 35 have no solution satisfying equation (2). For
example, 12 GRBs in the 220 samples of Fenimore &
Ramirez-Ruiz (2000) (trigger numbers: 678, 1468, 1601,
1623, 2193, 2383, 2428, 2890, 2984, 2993, 3593, and 5473)
have no solution, and seven (2780, 3040, 3405, 3860, 5450,

5484, and 5526) are beyond z >12. These samples show large
Ep *1000 keV at the observer’s rest frame, but their peak
luminosities are quite dim. In this case, the redshifts are ex-
tremely large and the solution cannot be obtained from our Ep-
luminosity relation. Therefore, hereafter we treat 689 samples
within the redshift range of z +12 that were studied in pre-
vious works. The list of 689 samples, with the observed
Ep, estimated redshift, and luminosity with 1 ! error, is sum-
marized in Table 2.

In Figure 2 we show the distribution in the (z, L ) plane
truncated by the flux limit. The cumulative luminosity func-
tions, normalized to unity, at each redshift interval are shown
in Figure 3. These luminosity functions look like a broken
rather than a single power law. These shapes are similar to
each other, but the break luminosities seem to increase toward
higher redshift. This fact indicates that the luminosity itself
depends on the redshift, so the luminosity evolution is hidden
in the (z, L ) plane in Figure 2, but the form of the luminosity
functions has remained constant.

4.1. Luminosity Evolution

For simplicity, it is better to separate the luminosity evo-
lution from the stable form of the luminosity function. The
total luminosity function !(L; z) can be rewritten as !(L; z) ¼
#(z)$(L=gk(z);%s)=gk (z) without loss of generality. Here
each function means the luminosity evolution gk(z), the GRB
formation rate #(z), and the local luminosity function
$(L=gk(z);%s), respectively. Although the parameter % s rep-
resents the shape of the luminosity function, we ignore the
effect of this parameter because the shape of the luminosity
function is approximately the same as shown in Figure 3. In
this case, the GRB formation rate only as a function of z can
be derived more simply. Therefore, we remove the effect of
the luminosity evolution gk(z) from the (z; L) data set and then
discuss the form of the cumulative luminosity function  (L)
and the GRB formation rate #(z).

To estimate the luminosity evolution gk(z), we introduce a &
statistical method that has been used for quasar samples
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian 1993;
Maloney & Petrosian 1999) and was first applied to GRB
samples by Lloyd-Ronning et al. (2002a). When we notice the

6 The data with the trigger number: 761, 1606, 1676, 1733, 1819, 2190,
2450, 2581, 2606, 2922, 3439, 3745, 3853, and 4368 in the 220 samples of
Fenimore & Ramirez-Ruiz (2000) are excluded by this fact.

Fig. 2.—Distribution of the peak luminosity vs. redshift derived from the
Ep-luminosity relation. The truncation of the lower end of the luminosity is
caused by the flux limit of Flimit ¼ 2$ 10%7 ergs cm%2 s%1.

Fig. 3.—Cumulative luminosity function normalized to unity for the pur-
pose of easy comparison of those shapes, in the several redshift ranges. The
shape of the luminosity functions looks like a broken rather than a single
power-law shape. Moreover, luminosity evolution may exist because the break
luminosities increase toward the higher redshift.
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In 2004, we already predicted z ~ 10 LGRB. 
Present record is z=8.3�

689 LGRBs�

�
�
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where Li; lim is determined at the crossing point of the flux limit
and z ¼ zi. We show the cumulative GRB formation rate  (z)
in Figure 7.

The differential (not the cumulative) form of the GRB
formation rate is more useful for the purpose of comparison
with the SFRs in other wave bands. So we convert  (z) into
the differential form with the following equation:

!(z) ¼ d (z)

dz
(1þ z)

dV (z)

dz

! "#1

; ð9Þ

where the additional factor of (1þ z) comes from the cosmo-
logical time dilation, and dV (z)=dz is a differential comoving
volume. In Figure 8 we show the relative GRB formation rate
!(z). The best result is described by

!(z) / (1þ z)6:0&1:4 for z < 1;

(1þ z)0:4&0:2 for z > 1:

(
ð10Þ

The upper and the lower bounds caused by the uncertainty of
the Ep-luminosity relation is shown by the dotted lines.

5. DISCUSSION

We investigated the spectral properties of GRBs with
known redshifts and found a high correlation between the
peak energies, Ep(1þ z), and the peak luminosities. While the
correlation to a small sample has been pointed out previously
(e.g., Amati et al. 2002; Atteia 2003; Schaefer 2003a, 2003b),
we have succeeded in combining the results of BeppoSAX and
BATSE into equation (2). Although several authors mentioned
the probable selection effect in the Ep-L (or Ep-F") relation, we
conclude that this relation is not affected by either the detector
efficiency and/or their small sample selection (e.g., Amati
et al. 2002; Lloyd-Ronning & Ramirez-Ruiz 2002b). The re-
lation is an intrinsic property, but the most significant selection
is the flux limit. We avoid the selection effect by using a #
statistical method and the nonparametric method of equa-
tions (5) and (6), taking into account the flux-truncation effect
correctly.

Using the Ep-luminosity relation, we have estimated the
redshifts of the 689 GRBs without known redshifts. How-
ever, we excluded 56 samples having larger Ep values. These
samples gave extremely large distances or no solution. This
might be caused by the simple linear extension of our
Ep-luminosity equation toward the harder Ep and the brighter
L end of the data. At present, we do not have enough infor-
mation about the Ep-luminosity relation for GRBs with high
Ep values, so we simply expand the Ep-luminosity relation up
to z ¼ 12, as was done in previous work by Fenimore &
Ramirez-Ruiz (2000).

For the 689 samples, we found the existence of a luminosity
evolution of gk(z) ¼ (1þ z)2:60

þ0:15
#0:2 , as shown in Figure 5.

Luminosity evolutions of (1þ z)1:4&0:5 and (1þ z)1:7&0:5 were
suggested independently by Lloyd-Ronning et al. (2002a) and
Wei (2002). Our luminosity evolution is larger than the pre-
vious results, and this value is comparable with the luminosity
evolution of QSOs. For example, Caditz & Petrosian (1990)
and Maloney & Petrosian (1999) estimated the luminosity
evolution of the QSO samples as gk(z) ¼ (1þ z)3 and

Fig. 6.—Cumulative luminosity function  (L0) of L0 ¼ L=(1þ z)2:60, which
is normalized to unity at the dimmest point. This luminosity function is
equivalent to the present luminosity function, because the effect of luminosity
evolution is removed.

Fig. 7.—Cumulative GRB formation rate  (z) as a function of z, which is
also normalized to unity.

Fig. 8.—Relative GRB formation rate normalized at the first point. The
solid line is the result based on the best fit of the Ep-luminosity relation. Two
dotted lines indicate the upper and lower bounds caused by the uncertainty of
the Ep-luminosity relation, and they are also normalized at the first point. The
error bars accompanying the open squares represent the 1 $ statistical un-
certainty of each point.
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 co-moving frame LGRB formation 
Rate is increasing as a function of z. �

���

 How about  Ep-Lp relation for SGRBs#�

•  Many difficulties existed. 
•  Since the duration of SGRB is short, the 

number of photon is small. Therefore the 
determination of Ep is difficult.  

•  Many SGRBs have  no or dim afterglow, so 
that it is difficult to determine redshift z. 

•  Host galaxies are far from SGRBs in many 
cases so that determination of z from host 
galaxy is also difficult. 

•  As a whole the number of  SGRBs with z and 
Ep has been increasing very slowly.�

	��
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Tsutsui, Yonetoku and Nakamura et al. succeeded 
to determine Ep--Lp relation in (MNRAS 2013 431, 1398).�

The correlations for short gamma-ray bursts 1399

Table 1. List of all SGRB candidates until the end of 2011 used for the analysis. Each column corresponds to the redshift
z, the rest-frame duration T rest

90 = T90/(1 + z), the spectral peak energy Ep, the peak luminosity Lp in 64 ms of the observer
frame time bin, the isotropic energy Eiso, class of SGRB candidates and the reference, respectively. For details see the text.

GRB Redshift T rest
90 (s) Ep (keV) Lp (erg s−1) Eiso (erg) Class Ref.a

040924 0.86 0.81 124.55+11.15
−11.15 (2.28+0.25

−0.24) × 1052 (1.01+0.05
−0.05) × 1052 Misguided (1)

050709b 0.16 0.60 97.32+7.76
−0.58 (7.51+0.76

−0.81) × 1050 (4.33+0.29
−0.30) × 1049 Secure (2)

051221 0.55 0.91 621.69+87.42
−67.69 (2.77+0.29

−0.29) × 1052 (3.53+0.43
0.31 ) × 1051 Secure (3)

061006 0.44 0.35 954.63+198.39
−125.86 (2.06+0.15

−0.31) × 1052 (9.83+0.20
−0.94) × 1051 Secure (4)

070714B 0.92 1.04 2150.40+910.39
−443.52 (6.56+0.79

−1.36) × 1052 (1.61+0.18
−0.24) × 1052 Secure (5)

071020 2.15 1.11 1012.69+152.94
−101.33 (3.06+0.35

−1.04) × 1053 (1.24+0.04
−0.47) × 1053 Misguided (6)

080913 6.70 1.04 1008.05+1052.52
−224.54 (3.18+0.28

−0.50) × 1053 (1.09+0.11
−0.08) × 1053 Misguided (7)

090423 8.26 1.30 612.36+193.53
−193.53 (4.63+9.95

−1.48) × 1053 (1.17+1.45
−0.38) × 1053 Misguided (8)

090510 0.90 0.16 8679.58+947.69
−947.69 (1.04+0.24

−0.14) × 1054 (4.54+1.05
−0.61) × 1052 Secure (8)

100117A 0.92 0.16 936.96+297.60
−297.60 (1.89+0.21

−0.35) × 1052 (1.87+0.23
−0.23) × 1051 Secure (8)

100206 0.41 0.09 638.98+131.21
−131.21 (9.98+11.50

−3.25 ) × 1051 (7.63+7.89
−2.29) × 1050 Secure (8)

100816A 0.81 1.11 235.36+15.74
−15.74 (9.69+1.95

−1.28) × 1051 (9.03+1.52
−1.04) × 1051 Misguided (8)

101219A 0.72 0.35 841.82+107.56
−82.50 (1.56+0.24

−0.23) × 1052 (8.81+1.00
−1.05) × 1051 Secure (9)

aReferences for spectral parameters, peak fluxes and fluences: (1) Golenetskii et al. (2004); (2) Villasenor et al. (2005); (3)
Golenetskii et al. (2005); Norris et al. (2005); (4) Golenetskii et al. (2006); (5) Ohno et al. (2007); Kodaka et al. (2007); (6)
Golenetskii et al. (2007); (7) Pal’Shin et al. (2008); Stamatikos et al. (2008); (8) This work; (9) Golenetskii et al. (2010).
b70 ms peak luminosity.

the distribution is similar to that of LGRBs known at that time.
On the other hand, Nakar & Piran (2005), Band & Preece (2005),
Butler et al. (2007) and Shahmoradi & Nemiroff (2010) argued
that the Ep−Lp correlation might be due to selection effects, since
Ep was determined from the time-integrated spectra. However,
Ghirlanda, Nava & Ghisellini (2010) showed that in the individ-
ual pulses of several LGRBs, the Ep−Lp correlation holds for each
pulse even though Ep changes an order of magnitude from pulse to
pulse. A similar property was found for GRB 061007 by Ohno et al.
(2009). These results strongly suggest that the Ep−Lp correlation
is not a result of selection biases but a real physical one.

As for SGRBs, the number of SGRBs with measured redshifts and
Ep was so small that it was difficult to check if the Ep−Lp correlation
holds or not. However, Ghirlanda et al. (2011) showed that for 14
Fermi/Gamma-ray Burst Monitor (GBM) SGRBs without redshifts,
the individual pulses follow a relation of Ep ∝ F s

pulse with s ∼ 1
where Fpulse is the observed energy flux. This reminds us what
happened to the individual pulses of LGRBs in Ghirlanda et al.
(2010) and suggests that a similar correlation might exist even for
SGRBs in the rest frame.

In this study, we select 13 SGRB candidates with well-determined
redshift and spectral parameters, Ep, Lp and Eiso, to see if the corre-
lations among Ep, Lp and Eiso exist. In Section 2, we will show that
our criteria on SGRBs yield 8 secure SGRBs out of 13 SGRB candi-
dates. Using these SGRBs, we examine if the Ep−Eiso and Ep−Lp

correlations exist or not. In Section 3, we will apply the Ep−Lp cor-
relation obtained in Section 2 to 71 bright BATSE SGRBs without
measured redshift to determine the pseudo-redshift z. Section 4 will
be devoted to discussions. Throughout the paper, we adopt a cosmo-
logical model with !" = 0.7, !m = 0.3 and H0 = 70 kms−1Mpc−1.

2 SG R B S W I T H W E L L - D E T E R M I N E D
R EDSHI F T z, Ep, Lp A N D Eiso

In the previous works, it has been checked whether SGRBs are con-
sistent with the Ep−Eiso and Ep−Lp correlations for LGRBs. First,

Amati (2006) showed that two short GRBs are clear outliers of the
Ep−Eiso correlation. Then, Ghirlanda et al. (2009) found that their
six SGRBs are inconsistent with the Ep−Eiso correlation, while
they possibly follow the Ep−Lp correlation. Now, by the end of
2011, there are more than 10 SGRBs which have well-determined
redshifts and spectral parameters so that we can check more sys-
tematically if SGRBs are consistent with LGRB correlations and if
they have their own correlations among Ep, Lp and Eiso. Recently,
Zhang et al. (2012) examined the Ep−Eiso correlations for the 7
short and 105 long GRBs separately and confirmed quantitatively
that they are significantly different from each other. On the other
hand, concerning the Ep−Lp correlation, they derived the corre-
lation from the mixture of LGRBs and SGRBs and insisted, from
a visual inspection, that SGRBs are consistent with their LGRB
correlation. In fact, to argue the consistency between LGRBs and
SGRBs, they should derive the correlations separately and compare
them, as we will do below. A comparison of our results and Zhang
et al. (2012) will be given in Section 4.

Table 1 shows our list of SGRB candidates which are selected
as GRBs with T rest

90 = T90/(1 + z) < 2 s following Gruber et al.
(2011), rather than T90 < 2 s. The list contains the redshift z, the
rest-frame duration T rest

90 , the spectral peak energy Ep, the peak
luminosity Lp in 64 ms of the observer-frame time bin, the isotropic
energy Eiso, class of SGRB candidates which will be explained later,
and the reference. To make Table 1, we collected all GRBs by the
end of 2011 with the values of T rest

90 < 2s, the measured redshift z,
the spectral peak energy Ep, the peak flux Fp, obs and the fluence Sobs

within the energy range between Emin and Emax of each instrument.
In order to obtain tighter correlations, the time bin of Fp, and then
Lp, should be defined in the time in the GRB rest frame as discussed
in Tsutsui et al. (2011, 2013) for LGRBs. However, the number
of SGRBs is so small to determine the best time bin of Lp that
we simply adopt here 64 ms in the observer frame for all SGRBs
candidates.

For GRBs detected by Fermi/GBM (090423, 090510, 100117A,
100206, 100816A), we analyse the spectrum with the software
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13 SGRB candidates. However  5 belong to LGRB. We have only 8 SGRBs.�
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Figure 1. The Ep–Eiso (left) and Ep−Lp (right) diagrams. The LGRBs from Yonetoku et al. (2010) are marked with the black filled triangles, misguided
SGRBs with the green filled circles and secure SGRBs with the red filled squares. The best-fitting function and 3σ int dispersion of the correlations of LGRBs
from Yonetoku et al. (2010) are indicated with the black solid and dotted lines, respectively. The peak luminosities of LGRBs are defined by 1024 ms bin in
the observer frame, while those of SGRBs by 64 ms bin in the observer frame.

package RMFIT1 (version 3.3rc8) and the GBM Response Matri-
ces v1.8, following the guidance of the RMFIT tutorial.2 For the
other GRBs, we obtained the data from the reference in footnote of
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adopted, in this paper we adopt the 1–100 000 keV range, be-
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For 090424, 050709, 051221, 061006, 070714B, 071020, 080913,
100117A and 101219A, we used a fixed high-energy photon index
as β = −2.25, because we cannot obtain high-energy photon index
due to the lack of number of photons. For SGRBs with extended
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Here, we defined SGRB candidates as GRBs with T rest
90 < 2 s.
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Levesque et al. 2010; Lü et al. 2010). Zhang et al. (2009) proposed
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didate is not consistent with the Ep−Eiso correlation for LGRBs, we

1 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
2 http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/vc_rmfittutorial.pdf

regard it as a secure SGRB. In Table 1, we can find that misguided
SGRBs tend to have longer T rest

90 and redshift than secure SGRBs.
It might not be surprising because the higher the redshift, the more
difficult it becomes to observe the long tail of the prompt emission.
Then it is inevitable to underestimate T rest

90 . We should note that
all SGRBs with extended emission in Table 1 (061006, 070714B,
101219A) belong to secure SGRBs, so the extended emission might
be a good indicator of secure SGRBs.

Fig. 1 shows the Ep−Eiso (left) and Ep−Lp (right) dia-
grams for both SGRB candidates in this paper and LGRBs from
Yonetoku et al. (2010). In the left-hand panel of Fig. 1, the best-
fitting function and the 3σ int dispersion region of the Ep−Eiso cor-
relation for LGRBs are indicated by the black solid and dotted lines,
respectively. A misguided SGRB which is located within the 3σ int

dispersion region of the Ep−Eiso correlation for LGRBs is marked
by a green filled circle, while a secure SGRB by a red filled square.
We can see that the secure SGRBs are always under the best-fitting
function of the Ep−Eiso correlation for LGRBs, although it can
be above it from our definition of the secure SGRB. This suggests
that the Ep−Eiso correlation might exist even for secure SGRBs.
Similar argument was already discussed in previous studies (Amati
2006; Ghirlanda et al. 2009; Zhang et al. 2012). We estimate the
best-fitting function of the Ep−Eiso relation for secure SGRBs and
quantitatively check these previous arguments.

Let us assume a linear correlation in logarithm as log Eiso = A +
B(log Ep − ⟨log Ep⟩), where angular bracket denotes an average,
and a χ2 function as

χ2(A, B) =
∑ (log Ei

iso − A − B log(Ei
p/774.5 keV))2

σ 2
Eiso,i + B2σ 2

Ep,i + σ 2
int

, (1)

where σEiso (σEp ) is the statistical error of Eiso (Ep) for each burst, and
σ int (the same for all bursts) is the intrinsic dispersion of the relation
added as an extra component of Eiso scatter, since statistical errors of
σEiso and σEp do not account for a large scatter of the relation. In this
paper, we assume that the intrinsic distribution around a relation is
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Figure 2. Left: the Ep−Eiso diagram for SGRBs. Right: the Ep−Lp diagram for SGRBs. In each figure, misguided SGRBs are marked with green filled
circles, and secure SGRBs with red filled squares. The best-fitting function and 3σ int dispersion are indicated with the red solid and dotted lines, respectively.

Gaussian and we estimate a value of σ int as the value which makes
a reduced χ2 value unity by trial and error. Then, the best-fitting
values and 1σ errors of A and B are estimated with the fixed value of
σ int. In the left-hand panel of Fig. 2, we plot only secure (red filled
square) and misguided (green filled circle) SGRBs in the Ep−Eiso

diagram. The red solid line represents the best-fitting function of
the Ep−Eiso correlation for secure SGRBs given by

Eiso = 1051.42±0.15 erg
(

Ep

774.5 keV

)1.58±0.28

. (2)

The logarithmic correlation coefficient (r) is 0.91 with the chance
probability (p) of 1.5 × 10−3 and σ int = 0.39. The dotted red line
shows the 3σ int dispersion. We can say that the Ep−Eiso correlation
exists for secure SGRBs also. Therefore, although it is correct that
SGRBs do not obey the Ep−Eiso correlation for LGRBs, which
has been claimed, they do obey the different Ep−Eiso correlation
with almost the same power-law index but a factor ∼100 smaller
amplitude in Eiso.

Now let us discuss the Ep−Lp correlation. In the right-hand panel
of Fig. 1, we plot secure (filled square) and misguided (green filled
circle) SGRBs in the Ep−Lp diagram. The best-fitting function and
the 3σ int dispersion region of the Ep−Lp correlation for LGRBs
from Yonetoku et al. (2010) are indicated by the black solid and
dotted lines, respectively. All of secure and misguided SGRB lie
inside the 3σ int dispersion region of the Ep−Lp correlation for
LGRBs. This might lead us to an argument that SGRBs follows the
same Ep−Lp correlation for LGRBs as discussed in previous studies
(Ghirlanda et al. 2009; Zhang et al. 2012). However, if we focus only
on secure SGRBs, all of them are located under the black solid line
in the right-hand panel of Fig. 1. This result seems to be unnatural
because if they really come from the same Ep−Lp correlation for
LGRBs, about half of them must be above the black solid line.
This fact implies the existence of the Ep−Lp correlation for secure
SGRBs, although the best-fitting function of them is within the
3σ int dispersion of Ep−Lp correlation for LGRBs. In this paper, we
obtain an Ep−Lp correlation only from secure SGRBs for the first
time and compare it with the relation for LGRBs.

In the right-hand panel of Fig. 2, we plot only secure (filled
square) and misguided (green filled circle) SGRBs in the Ep−Lp

diagram. It is clear that secure SGRBs have their own correlation
and the best-fitting function is given by

Lp = 1052.29±0.066 erg s−1
(

Ep

774.5 keV

)1.59±0.11

, (3)

with r = 0.98, p = 1.5 × 10−5 and σ int = 0.13. The dotted red
line shows the 3σ int dispersion. From the values of r and p, we
can say that the Ep−Lp correlation for secure SGRBs is tighter
than the Ep−Eiso correlation for SGRBs. For this reason, we use
equation (3) as a distance indicator in Section 3 to determine the
pseudo-redshift of SGRBs without measured redshift.

The best-fitting function for LGRBs in Yonetoku et al. (2010) is
given by

Lp = 1052.97 erg s−1
(

Ep

774.5 keV

)1.60

. (4)

Comparing equation (3) and (4), we can say that SGRBs obey the
Ep−Lp correlation with almost the same power-law index but a
factor ∼ 5 smaller amplitude in Lp with 10σ statistical significance.
Here, we compared the Ep−Lp correlation for SGRBs of our sample
with the one for LGRBs of Yonetoku et al. (2010), while Zhang et al.
(2012) compared the one for SGRBs of their sample with the one
for LGRBs of Ghirlanda et al. (2010). One may suspect that the
difference might come from the difference of the sample both of
LGRBs and SGRBs, but we will show that we can obtain the same
result with this paper even if we use the Ghirlanda et al. (2010) and
Zhang et al. (2012) sample in Section 4.

3 R EDSHIFT ESTIMATION

From the analysis in the previous section, the Ep−Lp correlation
for SGRBs derived would be a better distance indicator of SGRBs
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ABSTRACT
We analysed correlations among the rest-frame spectral peak energy Ep, the observed frame
64 ms peak isotropic luminosity Lp and the isotropic energy Eiso for 13 short gamma-ray burst
(SGRB) candidates having the measured redshift z, T obs

90 /(1 + z) < 2 s and well-determined
spectral parameters. An SGRB candidate is regarded as a misguided SGRB if it is located
in the 3σ int dispersion region from the best-fitting function of the Ep−Eiso correlation for
long GRBs (LGRBs), while the others are regarded as secure SGRBs possibly from compact
star mergers. Using 8 secure SGRBs out of 13 SGRB candidates, we tested whether the
Ep−Eiso and Ep−Lp correlations exist for SGRBs. We found that the Ep−Eiso correlation for
SGRBs (Eiso = 1051.42 ± 0.15 erg s−1(Ep/774.5 keV)1.58 ± 0.28) seems to exist with the correlation
coefficient r = 0.91 and chance probability p = 1.5 × 10−3. We also found that the Ep−Lp

correlation for SGRBs (Lp = 1052.29 ± 0.066 erg s−1(Ep/774.5 keV)1.59 ± 0.11) is tighter than the
Ep−Eiso correlation since r = 0.98 and p = 1.5 × 10−5. Both correlations for SGRBs are
dimmer than those of LGRBs for the same Ep by factors ∼100 (Ep − Eiso) and ∼ 5(Ep − Lp).
Applying the tighter Ep−Lp correlation for SGRBs to 71 bright Burst and Transient Source
Experiment SGRBs, we found that pseudo-redshift z ranges from 0.097 to 2.258 with the
mean ⟨z⟩ of 1.05. The redshifts of SGRBs apparently cluster at lower redshift than those of
LGRBs (⟨z ⟩ ∼2.2), which supports the merger scenario of SGRBs.

Key words: radiation mechanisms: non-thermal – gamma-ray burst: general.

1 IN T RO D U C T I O N

For long gamma-ray bursts (LGRBs), several observational cor-
relations among the rest-frame spectral peak energy Ep, the peak
isotropic luminosity Lp and the isotropic energy Eiso in the prompt
emission phase have been proposed. The Ep−Eiso correlation was
first reported by Amati et al. (2002) and argued by many authors
(Lamb et al. 2004; Sakamoto et al. 2004; Amati 2006; Amati,
Frontera & Guidorzi 2009; Yonetoku et al. 2010).

As for Lp, Yonetoku et al. (2004) reported a rather tight correlation
between Ep and the observed frame 1-s peak isotropic luminosity
Lp. In 2004, the number of LGRBs with well-determined redshifts
and spectral parameters was only 16. Nevertheless, the correlation
was found to be very tight: the linear correlation coefficient (r)

⋆ E-mail: tsutsui@resceu.s.u-tokyo.ac.jp

between log Ep and log Lp is 0.958 and the chance probability (p) is
5.3 × 10−9. Several authors argued on the property of the Ep−Lp

correlation (Ghirlanda et al. 2005a; Ghirlanda, Ghisellini & Firmani
2005b; Krimm et al. 2009) and confirmed the existence. Tsutsui
et al. (2009) found that adding a new observables TL, the luminosity
time defined by TL = Eiso/Lp, improves the correlation and gave the
Ep−TL−Lp correlation. In the Ep−TL−Lp correlation, the intrinsic
dispersion is reduced by ∼40 per cent compared with the Ep−Eiso

and Ep−Lp correlations.
Ghirlanda, Ghisellini & Celotti (2004) applied the Ep−Lp cor-

relation to bright short gamma-ray bursts (SGRBs) observed by
Burst and Transient Source Experiment (BATSE) without mea-
sured redshift. That is, they assumed that SGRBs obey the
same Ep−Lp correlation of LGRBs and estimated the pseudo-
redshifts of SGRBs, although no evidence for the existence of
the Ep−Lp correlation for SGRBs at that time. They found that
the pseudo-redshifts are obtained for all selected SGRBs and

C⃝ 2013 The Authors
Published by Oxford University Press on behalf of the Royal Astronomical Society
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time defined by TL = Eiso/Lp, improves the correlation and gave the
Ep−TL−Lp correlation. In the Ep−TL−Lp correlation, the intrinsic
dispersion is reduced by ∼40 per cent compared with the Ep−Eiso

and Ep−Lp correlations.
Ghirlanda, Ghisellini & Celotti (2004) applied the Ep−Lp cor-

relation to bright short gamma-ray bursts (SGRBs) observed by
Burst and Transient Source Experiment (BATSE) without mea-
sured redshift. That is, they assumed that SGRBs obey the
same Ep−Lp correlation of LGRBs and estimated the pseudo-
redshifts of SGRBs, although no evidence for the existence of
the Ep−Lp correlation for SGRBs at that time. They found that
the pseudo-redshifts are obtained for all selected SGRBs and
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Ep-Eiso relation for SGRB 
is 100 times dimmer than that 
of LGRB��

Right 
Ep-Lp relation for SGRB 
is 5 times dimmer than that 
of LGRB��
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Table 6. The sample of 79 short BATSE GRBs.

Trig. T90 P α E0 χ2(dof) Fluence Peak flux
s phot/(cm2 s) keV erg/cm2 erg/(cm2s)

6293 0.192±0.091 88.53±1.00 -1.27±0.02 1.216(109) 4.56E-6 >5.74E-5
298 0.455±0.065 56.13±1.27 -0.57±0.92 85.38± 64.90 1.113(102) 1.99E-7 1.43E-5
3412 0.068±0.006 54.82±0.76 -1.31±0.52 110.20± 80.98 0.892(103) 2.62E-7 1.91E-5
6668 0.116±0.006 39.12±0.61 -0.39±0.49 126.80± 62.57 1.184(107) 4.99E-7 1.18E-5
444 0.256±0.091 28.55±0.76 -0.87±0.23 113.50± 28.39 1.132(102) 5.07E-7 8.04E-6
2514 0.200±0.094 28.40±0.74 -0.81±0.14 163.30± 25.95 1.129(100) 1.12E-6 8.99E-6
3152 1.793±0.066 25.34±0.72 -0.40±0.09 683.70±116.50 1.175(107) 6.55E-6 4.64E-5
5561 0.104±0.011 19.28±0.45 -1.20±1.48 48.51± 25.00 0.956(108) 1.65E-7 8.69E-6
3087 1.152±0.091 18.68±0.58 -1.19±0.15 273.10± 74.50 1.103( 76) 2.89E-6 7.02E-6
2273 0.224±0.066 18.59±0.55 -0.18±0.45 132.70± 49.46 0.886(100) 3.88E-7 6.26E-6
7281 1.664±0.143 16.83±0.42 -0.83±0.15 123.30± 18.60 1.296(107) 2.21E-6 4.80E-6
2068 0.591±0.060 15.63±0.59 -0.22±0.26 97.07± 22.85 1.210(107) 3.91E-7 4.19E-6
2125 0.223±0.013 15.42±0.56 -0.48±0.30 240.50± 90.00 0.844(102) 4.57E-7 7.43E-6
3173 0.208±0.025 14.90±0.58 -1.00±0.18 559.60±281.65 1.356(105) 6.69E-7 9.52E-6
2679 0.256±0.091 13.73±0.51 -0.32±0.13 650.20±149.25 1.363(107) 3.14E-6 2.72E-5
1553 0.960±0.143 13.70±0.52 -0.87±0.11 764.00±183.60 1.173( 96) 6.62E-6 1.35E-5
6123 0.186±0.042 12.83±0.42 -0.23±1.64 76.66± 49.00 1.107(108) 1.11E-7 3.10E-6
6635 1.152±0.143 12.05±0.39 -1.74±0.15 129.50± 32.70 1.014( 91) 2.76E-6 6.57E-6
1088 0.192±0.091 11.92±0.55 0.10±2.11 68.08± 61.79 1.186(104) 7.41E-8 2.80E-6
1453 0.192±0.453 11.89±0.51 -0.16±0.65 94.20± 48.00 0.812(108) 1.80E-7 3.17E-6
6535 1.664±0.143 11.88±0.38 -0.97±0.08 1175.60±384.27 1.391(108) 7.36E-6 1.47E-5
2320 0.608±0.041 11.03±0.47 -0.58±0.19 129.00± 26.10 0.794(103) 7.57E-7 3.23E-6
2933 0.320±0.091 10.77±0.44 0.22±0.62 130.20± 55.94 1.429(107) 3.42E-6 4.33E-6
7939 1.039±0.072 10.77±0.38 -0.41±0.15 99.73± 12.96 1.193( 82) 2.53E-6 2.86E-6
2614 0.296±0.057 10.49±0.52 -1.00±0.18 469.60±222.80 0.836(108) 6.08E-7 5.84E-6
2715 0.384±0.091 10.47±0.50 0.08±0.11 562.80± 85.20 1.049(108) 7.69E-6 3.30E-5
2896 0.456±0.033 10.44±0.48 -0.87±0.26 79.94± 18.19 1.072(106) 7.53E-7 2.89E-6
7784 1.918±1.995 10.29±0.34 -0.83±0.35 140.20± 54.30 1.432(108) 5.63E-7 3.05E-6
2317 0.896±0.091 9.73±0.46 -0.53±0.25 73.46± 13.12 1.249( 65) 1.04E-6 2.41E-6
2834 0.680±0.011 8.79±0.44 -0.54±0.24 407.60±168.80 1.165( 85) 1.36E-6 6.90E-6
6679 1.408±0.091 8.62±0.35 -0.61±0.27 318.90±141.60 1.409(107) 9.39E-7 4.91E-6
6527 1.856±0.516 8.47±0.38 -1.32±0.21 80.36± 15.60 1.090( 95) 3.33E-6 3.25E-6
7353 0.249±0.004 8.47±0.38 0.00±0.22 615.80±197.40 1.181(107) 4.19E-6 2.72E-5
5277 0.496±0.023 8.14±0.33 0.29±0.24 208.40± 30.81 0.885(106) 1.54E-6 6.46E-6
8104 0.384±0.091 8.13±0.30 0.42±1.35 110.60± 70.37 0.774(107) 2.20E-7 3.04E-6
2330 0.804±0.009 8.03±0.39 -0.86±0.29 616.90±491.30 0.961( 75) 1.02E-6 6.54E-6
6263 1.984±0.181 7.99±0.31 -0.36±0.64 69.14± 30.59 1.054(107) 3.78E-7 1.91E-6
5339 0.832±0.091 7.77±0.33 -0.40±0.10 567.90± 99.64 0.732( 93) 4.95E-6 1.12E-5
603 1.472±0.272 7.50±0.56 -0.71±0.63 155.30± 93.62 1.004( 85) 3.78E-7 2.36E-6
6368 0.896±0.326 7.24±0.34 -1.37±0.18 0.997(108) 3.21E-7 >4.26E-6
6606 0.704±0.389 7.16±0.29 -1.77±0.20 0.973(108) 5.02E-7 >3.04E-6
3642 0.704±0.091 6.83±0.31 0.21±0.88 89.97± 58.42 1.262(107) 2.92E-7 1.93E-6
6671 0.256±0.091 6.71±0.31 -1.39±0.13 0.937(100) 5.36E-7 >3.84E-6
5647 1.088±0.326 6.50±0.32 -0.06±0.80 108.50±115.16 1.366(107) 1.74E-7 1.95E-6
7375 0.311±0.073 6.40±0.31 -0.47±0.87 267.90±200.05 1.039(101) 3.19E-7 3.46E-6
677 0.055±0.008 6.21±0.44 0.65±1.29 127.20±168.26 0.751(105) 1.22E-7 3.18E-6
1076 0.161±0.016 6.18±0.44 -2.46±0.33 1.417( 89) 1.20E-7 >2.16E-6
936 1.438±0.065 5.85±0.44 -0.84±0.26 341.50±179.45 1.069(104) 7.03E-7 2.91E-6
5607 1.088±0.091 5.85±0.30 -0.71±0.23 426.20±199.45 1.150( 82) 1.19E-6 3.97E-6
7142 0.969±0.064 5.81±0.28 0.94±0.33 124.10± 12.79 0.953(107) 1.42E-6 3.50E-6
4955 0.464±0.036 5.73±0.31 -1.04±0.45 298.20±371.80 1.176(107) 2.71E-7 2.33E-6
4776 0.448±0.091 5.54±0.28 -0.19±0.32 232.70± 88.45 1.152(107) 6.90E-8 3.27E-6
7813 0.564±0.164 5.37±0.29 -2.68±0.17 1.053(108) 5.59E-7 >1.94E-6
1760 0.576±0.143 5.27±0.35 -0.25±0.28 188.70± 56.95 1.027(105) 6.18E-7 2.37E-6
7378 1.247±0.077 5.25±0.33 -0.52±0.16 536.20±153.35 1.465(107) 2.60E-6 5.87E-6
4660 1.168±0.080 5.15±0.29 0.56±0.21 161.70± 23.80 0.919( 87) 1.92E-6 3.53E-6
5533 0.768±0.091 5.12±0.30 0.02±0.15 335.20± 60.15 0.971( 87) 2.91E-7 6.26E-6
7078 0.448±0.091 5.11±0.42 -3.60±0.45 0.920(108) 1.73E-7 >2.90E-6
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Table 6. continue....

Trig. T90 P α E0 χ2(dof) Fluence Peak flux
s phot/(cm2 s) keV erg/cm2 erg/(cm2s)

5527 0.820±0.008 5.04±0.26 -0.34±0.11 489.30± 88.30 0.760( 90) 3.73E-6 6.41E-6
3735 1.301±0.091 4.83±0.29 0.00±0.18 301.70± 55.05 1.286(107) 2.60E-6 4.91E-6
3297 0.272±0.023 4.45±0.33 -0.83±0.37 496.80±501.70 1.198(106) 4.90E-7 3.07E-6
2952 0.680±0.018 4.37±0.34 -0.69±0.25 570.20±312.15 0.791(107) 8.76E-7 4.13E-6
5599 0.598±0.043 4.24±0.26 -0.79±0.30 664.70±637.40 1.234(106) 8.25E-7 4.07E-6
5529 1.015±0.129 4.23±0.29 1.37±0.96 65.65± 22.09 1.015(106) 2.95E-7 1.31E-6
7133 1.079±0.37 4.08±0.26 -0.14±0.29 135.80± 36.25 1.115(107) 6.01E-7 1.43E-6
7793 1.093±0.04 3.99±0.27 -0.05±0.22 470.90±126.35 1.054(106) 4.34E-6 7.56E-6
2377 0.496±0.011 3.98±0.33 0.06±0.26 229.30± 55.10 0.875(100) 6.90E-7 2.91E-6
3606 1.824±0.066 3.95±0.26 0.19±0.35 175.90± 49.60 1.216(102) 1.72E-6 2.26E-6
3113 0.976±0.023 3.90±0.35 -0.78±0.16 690.00±316.25 1.145( 90) 1.54E-6 3.95E-6
6715 0.452±0.027 3.71±0.26 -0.25±0.78 206.20±187.77 1.178(107) 4.34E-7 1.83E-6
575 0.413±0.022 3.70±0.46 0.17±0.87 121.40± 63.56 0.890(106) 1.71E-7 1.35E-6
2217 0.656±0.029 3.56±0.31 0.36±0.27 281.00± 93.35 1.234( 73) 1.46E-6 4.97E-6
3921 0.464±0.161 3.52±0.24 0.36±0.48 179.90± 66.60 1.086(106) 5.42E-7 2.39E-6
5206 0.304±0.023 3.46±0.28 -1.23±0.09 1.219(107) 3.81E-7 >2.34E-6
2918 0.448±0.091 3.44±0.34 -0.60±0.63 252.50±195.90 1.085(100) 1.77E-7 1.59E-6
3940 0.576±0.091 3.19±0.22 -0.33±0.44 101.80± 40.67 1.187( 97) 2.50E-7 8.64E-7
7912 1.856±0.707 3.10±0.25 -0.28±0.26 150.90± 47.65 1.236(107) 8.05E-7 1.11E-6
6341 1.920±0.707 3.05±0.28 -0.25±0.29 332.00±143.20 0.878(107) 1.34E-6 2.64E-6
3359 0.344±0.025 3.01±0.25 0.67±0.90 121.00± 74.79 1.037(104) 2.35E-7 1.46E-6
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Table 3
Short GRB Host Galaxy Morphologies

GRB T90
a zb Typec 90% XRT Uncert.d Pcc(<δR) References

(s) (arcsec)

Subarcsecond localized

050709 0.07/130 0.161 L 3 × 10−3 1–3
050724A 3 0.257 E 2 × 10−5 4–5
051221A 1.4 0.546 L 5 × 10−5 6–7
060121 2.0 <4.1 ? 2 × 10−3 8–9
060313 0.7 <1.7 ? 3 × 10−3 10–11
061006 0.4/130 0.4377 L 4 × 10−4 12–15
061201 0.8 0.111 H/L · · · /0.08 9, 16–17
070429B 0.5 0.9023 L 3 × 10−3 18–19
070707 1.1 <3.6 ? 7 × 10−3 20–21
070714B 2.0/64 0.9224 L 5 × 10−3 19, 22–23
070724A 0.4 0.457 L 8 × 10−4 24–25
070809 1.3 0.473 H/E · · · /0.03 9, 26
071227 1.8e 0.381 L 0.01 27–29
080503 0.3/170 <4.2 H/? · · · /0.1 9, 30–31
080905A 1.0 0.1218 L 0.01 32–33
081226A 0.4 <4.1 ? 0.01 34–35
090305 0.4 <4.1 H/? · · · /0.06 9, 36
090426A 1.3 2.609 L 1.5 × 10−4 37–38
090510 0.3 0.903 L 8 × 10−3 39–40
090515 0.04 0.403 H/E · · · /0.15 9, 41
091109B 0.3 <4.4 ? . . . 42–43
100117A 0.3 0.915 E 7 × 10−5 44–45
110112A 0.5 <5.3 H/? 0.43 46, This work
111020Af 0.4 . . . ? 0.01 47–48
111117Af g 0.5 1.3 L 0.02 49–50

XRT only

050509B 0.04 0.225 E 3.8 5 × 10−3 51–52
050813h 0.6 0.72/1.8 E/? 2.9 . . . 53–57
051210 1.3 >1.4 ? 1.6 0.04 14, 58
060502B 0.09 0.287 E 5.2 0.03 59–60
060801 0.5 1.130 L 1.5 0.02 61–62
061210 0.2/85 0.4095 L 3.9 0.02 14, 63
061217 0.2 0.827 L 5.5 0.24i 14, 64
070729g 0.9 0.8 E 2.5 0.05 65–66
080123 0.4/115 0.495 L 1.7 0.004 67–68
100206A 0.1 0.4075 L 3.3 0.02 69–70
100625A 0.3 0.452 E 1.8 0.04 71, This work
101219A 0.6 0.718 L 1.7 0.06 72, This work

Notes.
a Swift 15–150 keV. For bursts with extended emission, both the duration of the prompt spike and the duration including extended emission are
reported.
b Upper limits on redshift are based on the detection of the UV/optical afterglow and therefore the lack of suppression blueward of the Lyman limit
(λ0 = 912 Å) or Lyα line (λ0 = 1216 Å).
c L = late-type, E = early-type, ? = inconclusive type, H = “host-less.” For each host-less burst, we also list the type of the galaxy with the lowest
Pcc (Berger 2010a and this work).
d Only listed for XRT bursts (Goad et al. 2007; Evans et al. 2009).
e Evidence at the 4σ level for extended emission is reported to δt ≈ 100 s.
f Bursts with no optical afterglow, localized by Chandra.
g Bursts with galaxy type classifications based on extensive broadband photometry (Leibler & Berger 2010; Margutti et al. 2012). In particular, the
host of GRB 070729 has an inferred age (≈0.98 Gyr) and stellar mass (≈4 × 1010 M⊙; Leibler & Berger 2010) more consistent with an early-type
designation.
h There exists disagreement in the literature regarding the association of GRB 050813 with an early-type cluster galaxy at z = 0.72 (Berger 2005;
Foley et al. 2005; Prochaska et al. 2006) or a high-redshift cluster at z = 1.8 (Berger 2006); thus, we only display this burst for completeness but do
not include it in our demographics.
i Despite the relatively high Pcc, all surrounding galaxies have Pcc of order unity (Berger et al. 2007).
References. (1) Villasenor et al. 2005; (2) Fox et al. 2005; (3) Hjorth et al. 2005b; (4) Krimm et al. 2005; (5) Berger et al. 2005; (6) Cummings
et al. 2005; (7) Soderberg et al. 2006; (8) de Ugarte Postigo et al. 2006; (9) Berger 2010a; (10) Markwardt et al. 2006; (11) Roming et al. 2006;
(12) Urata et al. 2006; (13) Schady et al. 2006; (14) Berger et al. 2007; (15) D’Avanzo et al. 2009; (16) Marshall et al. 2006; (17) Stratta et al. 2007;
(18) Markwardt et al. 2007; (19) Cenko et al. 2008; (20) Gotz et al. 2007; (21) Piranomonte et al. 2008; (22) Kodaka et al. 2007; (23) Racusin et al.
2007; (24) Ziaeepour et al. 2007; (25) Berger et al. 2009; (26) Marshall et al. 2007; (27) Sato et al. 2007b; (28) D’Avanzo et al. 2007; (29) Sakamoto
et al. 2007; (30) Mao et al. 2008; (31) Perley et al. 2009; (32) Pagani et al. 2008; (33) Rowlinson et al. 2010; (34) Krimm et al. 2008; (35) Nicuesa
Guelbenzu et al. 2012; (36) Krimm et al. 2009; (37) Antonelli et al. 2009; (38) Levesque et al. 2010; (39) Hoversten et al. 2009; (40) McBreen et al.
2010; (41) Barthelmy et al. 2009; (42) Oates et al. 2009; (43) Levan et al. 2009; (44) de Pasquale et al. 2010; (45) Fong et al. 2011; (46) Barthelmy
et al. 2011; (47) Sakamoto et al. 2011; (48) Fong et al. 2012; (49) Sakamoto et al. 2013; (50) Margutti et al. 2012; (51) Gehrels et al. 2005;
(52) Bloom et al. 2006; (53) Sato et al. 2005; (54) Berger 2005; (55) Foley et al. 2005; (56) Berger 2006; (57) Prochaska et al. 2006; (58) La Parola
et al. 2006; (59) Sato et al. 2006a; (60) Bloom et al. 2007; (61) Sato et al. 2006b; (62) Berger 2009; (63) Cannizzo et al. 2006; (64) Ziaeepour et al.
2006; (65) Sato et al. 2007a; (66) Leibler & Berger 2010; (67) Uehara et al. 2008; (68) Ukwatta et al. 2008; (69) Krimm et al. 2010b; (70) Perley
et al. 2012; (71) Holland et al. 2010b; (72) Krimm et al. 2010a.
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72 bright BATSE SGRBs with Ep. Using Ep-Lp relation of SGRB we determined z. 
To derive the luminosity function and the event rate we used 45 SGRBs above the 
solid line of fp= 4x10-6erg cm-2 s-1 so that we determined the lower limit of the event rate. 
Squares are   SGRBs to determine Ep-Lp relation for SGRB.�
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ABSTRACT
We analysed correlations among the rest-frame spectral peak energy Ep, the observed frame
64 ms peak isotropic luminosity Lp and the isotropic energy Eiso for 13 short gamma-ray burst
(SGRB) candidates having the measured redshift z, T obs

90 /(1 + z) < 2 s and well-determined
spectral parameters. An SGRB candidate is regarded as a misguided SGRB if it is located
in the 3σ int dispersion region from the best-fitting function of the Ep−Eiso correlation for
long GRBs (LGRBs), while the others are regarded as secure SGRBs possibly from compact
star mergers. Using 8 secure SGRBs out of 13 SGRB candidates, we tested whether the
Ep−Eiso and Ep−Lp correlations exist for SGRBs. We found that the Ep−Eiso correlation for
SGRBs (Eiso = 1051.42 ± 0.15 erg s−1(Ep/774.5 keV)1.58 ± 0.28) seems to exist with the correlation
coefficient r = 0.91 and chance probability p = 1.5 × 10−3. We also found that the Ep−Lp

correlation for SGRBs (Lp = 1052.29 ± 0.066 erg s−1(Ep/774.5 keV)1.59 ± 0.11) is tighter than the
Ep−Eiso correlation since r = 0.98 and p = 1.5 × 10−5. Both correlations for SGRBs are
dimmer than those of LGRBs for the same Ep by factors ∼100 (Ep − Eiso) and ∼ 5(Ep − Lp).
Applying the tighter Ep−Lp correlation for SGRBs to 71 bright Burst and Transient Source
Experiment SGRBs, we found that pseudo-redshift z ranges from 0.097 to 2.258 with the
mean ⟨z⟩ of 1.05. The redshifts of SGRBs apparently cluster at lower redshift than those of
LGRBs (⟨z ⟩ ∼2.2), which supports the merger scenario of SGRBs.

Key words: radiation mechanisms: non-thermal – gamma-ray burst: general.

1 IN T RO D U C T I O N

For long gamma-ray bursts (LGRBs), several observational cor-
relations among the rest-frame spectral peak energy Ep, the peak
isotropic luminosity Lp and the isotropic energy Eiso in the prompt
emission phase have been proposed. The Ep−Eiso correlation was
first reported by Amati et al. (2002) and argued by many authors
(Lamb et al. 2004; Sakamoto et al. 2004; Amati 2006; Amati,
Frontera & Guidorzi 2009; Yonetoku et al. 2010).

As for Lp, Yonetoku et al. (2004) reported a rather tight correlation
between Ep and the observed frame 1-s peak isotropic luminosity
Lp. In 2004, the number of LGRBs with well-determined redshifts
and spectral parameters was only 16. Nevertheless, the correlation
was found to be very tight: the linear correlation coefficient (r)

⋆ E-mail: tsutsui@resceu.s.u-tokyo.ac.jp

between log Ep and log Lp is 0.958 and the chance probability (p) is
5.3 × 10−9. Several authors argued on the property of the Ep−Lp

correlation (Ghirlanda et al. 2005a; Ghirlanda, Ghisellini & Firmani
2005b; Krimm et al. 2009) and confirmed the existence. Tsutsui
et al. (2009) found that adding a new observables TL, the luminosity
time defined by TL = Eiso/Lp, improves the correlation and gave the
Ep−TL−Lp correlation. In the Ep−TL−Lp correlation, the intrinsic
dispersion is reduced by ∼40 per cent compared with the Ep−Eiso

and Ep−Lp correlations.
Ghirlanda, Ghisellini & Celotti (2004) applied the Ep−Lp cor-

relation to bright short gamma-ray bursts (SGRBs) observed by
Burst and Transient Source Experiment (BATSE) without mea-
sured redshift. That is, they assumed that SGRBs obey the
same Ep−Lp correlation of LGRBs and estimated the pseudo-
redshifts of SGRBs, although no evidence for the existence of
the Ep−Lp correlation for SGRBs at that time. They found that
the pseudo-redshifts are obtained for all selected SGRBs and
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chance probability is 1.5 × 10−5. Although this is not as tight
as that for LGRBs due to the fact that the number of SGRBs is
half that of LGRBs, it is accurate enough to use as a redshift
indicator for many SGRB events without known redshifts.

In this article, we determine the redshifts of SGRBs observed
by BATSE using the Ep–Lp correlation mentioned above. Then,
we obtain a non-parametric estimate of the luminosity function
and SGRB formation rate versus redshift based on many
more samples compared with previous studies. This article is
organized as follows. In Section 2, we describe the observations
and data analyses. After that, we show the redshifts estimated
by the Ep–Lp correlation for SGRBs, and obtain the cumulative
redshift distribution and compare it with the observed one. We
also show the cumulative luminosity function and the SGRB
formation rate as a function of redshift with the non-parametric
method, i.e., without any assumptions on both distributions.
Section 3 is devoted to discussions and the implications of the
results.

2. OBSERVATIONS AND DATA ANALYSES

2.1. Data Selection

We used the BATSE current burst catalog which contains
2704 GRBs observed during its life time (∼9.2 yr) in orbit.
The average fraction of sky coverage of the BATSE instruments
is 0.483, so the effective life time is ∼4.4 yr for the entire
sky. We selected events with a short time duration equal to
T90 < 2 s in the observer frame as SGRB candidates. Here, T90
is measured as the duration of the time interval during which
90% of the total observed counts were detected. After that,
we selected the brightest 100 SGRBs in 1024 ms peak photon
flux. The peak flux of all of the events we selected is brighter
than 1 photons cm−2 s−1. The trigger efficiency of the BATSE
instrument is almost 100% (larger than 99.988%), so we can
estimate the SGRB rate without any correction on this point.

2.2. Spectral Analyses

We used spectral data detected by the BATSE Large Area
Detector detectors and performed the standard data reduction
method. Then, we succeeded in analyzing spectral data for
72 events. The other 28 events are statistically poor or have
variable background conditions, so we failed to obtain spectral
parameters for the standard analyses.

We used the spectral model of the smoothly broken power-
law model, the so-called Band function (Band et al. 1993), as
follows:

N (E) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A
(

E
100 keV

)α
exp

(
− E

E0

)

for E ! (α − β)E0,

A
(

E
100 keV

)β (
(α−β)E0
100 keV

)α−β

exp(β − α)
for E " (α − β)E0,

(3)

where N (E) is in units of photons cm−2 s−1 keV−1. The spectral
parameters α, β, and E0 are the low- and high-energy index,
and the energy at the spectral break, respectively. For the case
of β < −2 and α > −2, the peak energy can be derived as
Ep = (2 + α)E0. Although Ghirlanda et al. (2009) performed
spectral analyses for 79 SGRBs with a cutoff power-law (CPL)
model, we used the Band function for all of the events in this
work because the Ep–Lp correlation by Tsutsui et al. (2013) is
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Figure 1. Redshift distribution of SGRBs estimated by the Ep–luminosity
correlation by Tsutsui et al. (2013). The solid squares are the known redshift
samples, and the solid circles are those of pseudo-redshifts. The solid line is the
flux limit of 4 × 10−6 erg cm−2 s−1.

based on the Band function. If we could not determine the high-
energy spectral index β, we fixed the parameter as β = −2.25,
which is the average value of bright events.

2.3. Redshift Estimation for SGRBs

For LGRBs, there are well-known correlations between Ep
and brightness, like the Amati—Yonetoku—Ghirlanda correla-
tions (e.g., Amati et al. 2002; Yonetoku et al. 2004, 2010; Amati
2006; Ghirlanda et al. 2004). Recently, Tsutsui et al. (2013) re-
ported the Ep–luminosity correlation in SGRBs as Equation (2).
This is ∼5 times dimmer than the Ep–luminosity correlation of
LGRBs (see Equation (1)). This equation can be rewritten as

d2
L

(1 + z)1.59
= 1050.88

4πFp

( Ep

100 keV

)1.59
erg s−1. (4)

Here, the right side of the equation is composed of observed
values. As Yonetoku et al. (2004) demonstrated, using the
observed Ep and 64 ms peak flux, we can estimate the pseudo-
redshift and luminosity distance for each event. Then, we used
the cosmological parameters Ωm = 0.3 and ΩΛ = 0.7, and the
Hubble parameters H0 = 71 km s−1 Mpc−1.

We succeeded in calculating all of the pseudo-redshifts for 72
events. In Figure 1, we show the data distribution on the plane of
redshift and the 64 ms peak luminosity. The filled squares and
circles are the known redshift samples with precious spectral
parameters (secure SGRBs by Tsutsui et al. 2013) and pseudo-
redshift samples, respectively. The error of pseudo-redshift is
mainly caused by the statistical uncertainty of Ep, and that of
luminosity depends on the estimated redshift. The solid line is
caused by the flux limit, which must pass just near the lowest
and highest data points because of the demand of our method
to estimate the SGRB rate and luminosity function. If it does
not, then there is the possibility that the algorithm recognizes
meaningless stronger luminosity evolution because of the lack
of data around the flux limit. In this analyses, we set a flux limit
of 4 × 10−6 erg cm−2 s−1 to obtain as much data as possible.

In Figure 2, we show the correlation between the Ep value of
this work (Band function) and those of Ghirlanda et al. (2009;
CPL function). We confirmed that both results strongly correlate
with each other while our Ep is slightly smaller than their results.
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Figure 2. Correlation between the Ep values of this work (Band function) and
those of Ghirlanda et al. (2009; CPL function). The solid line is an equivalent
line. Both results strongly correlate with each other, but our results are slightly
smaller than those of Ghirlanda et al. (2009) for almost all samples. This trend
comes from the different model function of the spectral analyses, as pointed out
by Kaneko et al. (2006).

This result is recognized as being due to the difference of model
function, as mentioned by Kaneko et al. (2006). The CPL tends
to have larger Ep than the Band function.

To confirm whether or not our redshift determination is con-
sistent with one of the known redshift SGRBs, we compared the
cumulative redshift distributions of both samples. In Figure 3,
we show the cumulative redshift distribution of 22 observed
SGRBs of z ! 1.13 (red; Fong et al. 2013) and our 45 BATSE
SGRBs that are brighter than the flux limit and have a pseudo-
redshift of z ! 1.14 (black) in Figure 1, respectively.8 The
reason we set an upper bound on the redshift comes from the
small number (only one) of known redshift SGRBs larger than
z = 1.13.

We performed a Kolmogorv–Smirnov test between the red
and black lines in Figure 3 which shows the probability of the
null-hypothesis to be 79.4%. Moreover, we estimate a possible
error region for the cumulative distribution of 45 pseudo-redshift
samples. As shown in Figure 1, the estimated redshifts have
errors that mainly come from Ep errors, so we performed 100
Monte Carlo simulations for each point and estimated their
cumulative redshift distributions. The results are also shown
as gray lines in Figure 3, and we can see the error region
well contains the observed distribution (red line). Therefore, we
conclude that our estimated redshift distribution is almost the
same distribution as the observed one, and the Ep–Lp correlation
for SGRBs (Tsutsui et al. 2013) is a good distance indicator.
Hereafter, we use 53 SGRBs above the flux truncation of
4 × 10−6 erg cm−2 s−1 with maximum redshift z = 2.2 to
estimate the SGRB formation rate in the next section.

2.4. Methodology

In general, the luminosity function can be written as
Ψ(L, z) = ρ(z)φ(L/gk(z),αs)/gk(z). Here, ρ(z), φ(L/gk(z),

8 In Table 3 of Fong et al. (2013), 37 SGRBs are listed. However, 11 SGRBs
have either no firm redshift information, for example, two redshift candidates,
or only upper/lower limits for the redshift. Moreover, we removed three
possible host-less SGRBs because their redshift is measured by the absorption
lines in the optical afterglow and they may be smaller than the real redshift. We
removed the most distant SGRB of z = 2.609 to keep the shape of the
cumulative distribution. Finally, we use only 22 SGRBs.
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Figure 3. Cumulative redshift distribution of SGRBs up to z = 1.14. The black
and the red solid lines are for 45 BATSE SGRBs in this paper and 22 known
redshift samples observed by HETE-2 and Swift/BAT, respectively. The gray
solid lines behind them show possible error regions estimated by the 100 Monte
Carlo simulations. We can see the good agreement of red, black, and gray lines in
the entire region. The Kolmogorv–Smirnov test between the black and red lines
shows that the probability that the two curves arise from different distribution
is 79.4%, and the error region shown in gray lines covers the red line. This
strongly suggests that the Ep–Lp correlation for SGRB (Tsutsui et al. 2013) is a
good distance indicator.
(A color version of this figure is available in the online journal.)

αs), and gk(z) are the SGRB formation rate, the local luminosity
function, and the luminosity evolution, respectively. The param-
eter αs indicates the shape of the luminosity function, but we
ignore this effect because of the limited number of samples.
The goal of this analysis is to estimate the SGRB rate ρ as a
function of only z and the local luminosity function φ(L/gk(z))
after removing the luminosity evolution effect.

The statistical problem with estimating the true SGRB for-
mation rate and luminosity functions is how to handle the data
set truncated by the flux limit. In many cases, assuming some
parametric forms (model functions) for the luminosity function
and redshift distribution, all of the parameters are simultane-
ously estimated to fit the data distribution of the flux-limited
samples. However, if we use a model function far from the true
distribution, then we may obtain unrealistic solutions for each
parameter. Specifically, we have little knowledge about the func-
tional form of the SGRB formation rate and it may be different
from the general star formation rate. Therefore, it is preferable
to use a non-parametric method.

In this paper, we used a non-parametric method from Lynden-
Bell (1971), Efron & Petrosian (1992), Petrosian (1993), and
Maloney & Petrosian (1999) developed to estimate the redshift
distribution of distant Quasars. This method is also used for
LGRBs (e.g., Lloyd-Ronning et al. 2001; Yonetoku et al. 2004;
Dainotti et al. 2013). The details of the methodologies can
be found in these papers, so we briefly summarize the thread
of data analyses to estimate the luminosity function and the
SGRB formation rate independently. In this work, we follow
the notations and terminologies of Yonetoku et al. (2004) to
identify the best luminosity function distribution of Ψ(L, z);
see their Section 4.

2.5. SGRB Formation Rate

First of all, we estimate the correlation between the redshift
and the luminosity (luminosity evolution) assuming a functional
form of gk(z) = (1 + z)k . Then, we determined that the
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Figure 4. Luminosity function of SGRBs estimated from the data distribution of
Figure 1. The red solid line shows one of the best estimations, and the 100 gray
lines are the possible error region estimated by the Monte Carlo simulations.
We can approximately describe it as a simple power-law function with an index
of −1, and no obvious break has been found.
(A color version of this figure is available in the online journal.)

appropriate k value which gives the data distribution on the
(z, L/gk(z)) plane has no correlation between them. Then, we
calculated the τ -statistical value (similar to the Kendall τ rank
correlation coefficient) to measure the correlation degree for
the flux-truncated data. When the τ value is zero, it means that
the combined luminosity L/gk(z) is independent of redshift z
(no luminosity evolution). We estimated k = 3.3+1.7

−3.7 with a
1σ uncertainty, so we can say there is no obvious luminosity
evolution (gk(z) ≡ 1).

Next, we can separately calculate the local luminosity func-
tion for L/gk(z), i.e., L for gk(z) = 1, and the SGRB formation
rate as a function of redshift with the non-parametric method.
We have already removed the effect of luminosity evolution and
a unique formula for the luminosity function can be adopted
for all of the redshift ranges. Then, we can easily estimate the
number of events lower than the flux limit. In the same way, we
can also estimate the SGRB formation rate.

In Figure 4, we show the cumulative luminosity function
of L/gk(z). The red line is the best estimate with the pseudo-
redshift, and the gray lines are the results from 100 Monte
Carlo simulations, as previously shown. For LGRBs, several
authors reported that the luminosity function can be described as
a broken power law (e.g., Yonetoku et al. 2004). However, in this
analysis for SGRBs, we cannot find an obvious break structure
in Figure 4. We adopted a simple power-law function and
obtained a best-fit index of −0.84+0.07

−0.09 between the luminosity
range 1051–1053 erg s−1. We can say that the luminosity function
is consistent with the pure unbroken power law for L >
1050 erg s−1.

In Figure 5, we show the SGRB formation rate per comoving
volume and the proper time as a function of (1 + z). Again,
the red line is the best estimate with a pseudo-redshift, and the
gray lines are the results of 100 Monte Carlo simulations. Here,
we used the BATSE’s effective observation period of 4.4 yr as
already explained in Section 2.1. This SGRB rate is calculated
for the events with peak luminosities of L > 1050 erg s−1 in the
observer’s frame. The functional form can be described as

ρSGRB(z) ∝
{

(1 + z)6.0±1.7 for (1 + z) < 1.67,
const. for (1 + z) ! 1.67,

(5)
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Figure 5. Absolute formation rate of SGRBs estimated from the data distribution
of Figure 1. Again, the red line is the best estimation and the 100 gray lines
are those from Monte Carlo simulations. The local event rate at z = 0 is
ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
(A color version of this figure is available in the online journal.)

in units of events Mpc−3 yr−1. The local minimum event rate
at z = 0 is ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
Here, in this figure, we assume that the radiation of the
SGRB’s prompt emission is isotropic and we do not include
any geometrical correction for the jet opening angle. In this
analysis, we treated the SGRB samples with observed fluxes
larger than 4 × 10−6 erg cm−2 s−1; dimmer SGRBs are not
included. Therefore, the SGRB formation rate estimated here
is regarded as the minimum value.

Let us assume here that the progenitor of SGRBs is the
merging NS–NS binary. Kalogera et al. (2004a, 2004b) ob-
tained the probability function of the rate of a merging
NS–NS binary taking into account the observed NS–NS bi-
nary, the beam factor of the pulsar, the pulsar search time,
the sensitivity, and so on. They obtained a merging rate of
Rm = 10−7– 4 × 10−6 events Mpc−3 yr−1 with a 99% confi-
dence level.9 Meanwhile, O’Shaughnessy & Kim (2010) an-
alyzed the pulsar beaming effect with a newly discovered
NS–NS binary to obtain the merger rate of the NS–NS binary
as Rm = 9 × 10−7 events Mpc−3 yr−1, which is within the 99%
confidence level of Kalogera et al. (2004a, 2004b). For a review
of the various estimates of the merging rate, see Abadie et al.
(2010). From ρSGRB(0) and Rm, under the hypothesis that every
NS–NS merger produces a SGRB, we infer that any beamed
emission must be confined to a cone with an opening angle
greater than θmin

j determined by

1 − cos θmin
j = ρSGRB(0)

Rm
. (6)

Then, we estimated θmin
j = 0.◦6–7.◦8.

3. DISCUSSION

LGRBs are believed to be caused by relativistic jets since
breaks in the afterglow light curves are seen for many LGRBs.
The typical example is GRB 990510, which shows an achro-
matic break of the afterglow light curve (Harrison et al. 1999).
The physical reason for the achromatic break of the light curve

9 There are errors in Kalogera et al. (2004a) so the correct one is given in
Kalogera et al. (2004b).

4

Red line : the 
cumulative  
luminosity 
function 
�L-1 
 
Grey lines: 100  
Mont Carlo 
simulations 
 
�

796



49 

The Astrophysical Journal, 789:65 (5pp), 2014 July 1 Yonetoku et al.

0.01 0.1 1 10 100

10
10

0
10

00
10

4

C
um

ul
at

iv
e 

N
um

be
r 

 N
(>

L)

64msec Peak Luminosity (1052 erg s−1)

Figure 4. Luminosity function of SGRBs estimated from the data distribution of
Figure 1. The red solid line shows one of the best estimations, and the 100 gray
lines are the possible error region estimated by the Monte Carlo simulations.
We can approximately describe it as a simple power-law function with an index
of −1, and no obvious break has been found.
(A color version of this figure is available in the online journal.)

appropriate k value which gives the data distribution on the
(z, L/gk(z)) plane has no correlation between them. Then, we
calculated the τ -statistical value (similar to the Kendall τ rank
correlation coefficient) to measure the correlation degree for
the flux-truncated data. When the τ value is zero, it means that
the combined luminosity L/gk(z) is independent of redshift z
(no luminosity evolution). We estimated k = 3.3+1.7

−3.7 with a
1σ uncertainty, so we can say there is no obvious luminosity
evolution (gk(z) ≡ 1).

Next, we can separately calculate the local luminosity func-
tion for L/gk(z), i.e., L for gk(z) = 1, and the SGRB formation
rate as a function of redshift with the non-parametric method.
We have already removed the effect of luminosity evolution and
a unique formula for the luminosity function can be adopted
for all of the redshift ranges. Then, we can easily estimate the
number of events lower than the flux limit. In the same way, we
can also estimate the SGRB formation rate.

In Figure 4, we show the cumulative luminosity function
of L/gk(z). The red line is the best estimate with the pseudo-
redshift, and the gray lines are the results from 100 Monte
Carlo simulations, as previously shown. For LGRBs, several
authors reported that the luminosity function can be described as
a broken power law (e.g., Yonetoku et al. 2004). However, in this
analysis for SGRBs, we cannot find an obvious break structure
in Figure 4. We adopted a simple power-law function and
obtained a best-fit index of −0.84+0.07

−0.09 between the luminosity
range 1051–1053 erg s−1. We can say that the luminosity function
is consistent with the pure unbroken power law for L >
1050 erg s−1.

In Figure 5, we show the SGRB formation rate per comoving
volume and the proper time as a function of (1 + z). Again,
the red line is the best estimate with a pseudo-redshift, and the
gray lines are the results of 100 Monte Carlo simulations. Here,
we used the BATSE’s effective observation period of 4.4 yr as
already explained in Section 2.1. This SGRB rate is calculated
for the events with peak luminosities of L > 1050 erg s−1 in the
observer’s frame. The functional form can be described as

ρSGRB(z) ∝
{

(1 + z)6.0±1.7 for (1 + z) < 1.67,
const. for (1 + z) ! 1.67,

(5)
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Figure 5. Absolute formation rate of SGRBs estimated from the data distribution
of Figure 1. Again, the red line is the best estimation and the 100 gray lines
are those from Monte Carlo simulations. The local event rate at z = 0 is
ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
(A color version of this figure is available in the online journal.)

in units of events Mpc−3 yr−1. The local minimum event rate
at z = 0 is ρSGRB(0) = 6.3+3.1

−3.9 × 10−10 events Mpc−3 yr−1.
Here, in this figure, we assume that the radiation of the
SGRB’s prompt emission is isotropic and we do not include
any geometrical correction for the jet opening angle. In this
analysis, we treated the SGRB samples with observed fluxes
larger than 4 × 10−6 erg cm−2 s−1; dimmer SGRBs are not
included. Therefore, the SGRB formation rate estimated here
is regarded as the minimum value.

Let us assume here that the progenitor of SGRBs is the
merging NS–NS binary. Kalogera et al. (2004a, 2004b) ob-
tained the probability function of the rate of a merging
NS–NS binary taking into account the observed NS–NS bi-
nary, the beam factor of the pulsar, the pulsar search time,
the sensitivity, and so on. They obtained a merging rate of
Rm = 10−7– 4 × 10−6 events Mpc−3 yr−1 with a 99% confi-
dence level.9 Meanwhile, O’Shaughnessy & Kim (2010) an-
alyzed the pulsar beaming effect with a newly discovered
NS–NS binary to obtain the merger rate of the NS–NS binary
as Rm = 9 × 10−7 events Mpc−3 yr−1, which is within the 99%
confidence level of Kalogera et al. (2004a, 2004b). For a review
of the various estimates of the merging rate, see Abadie et al.
(2010). From ρSGRB(0) and Rm, under the hypothesis that every
NS–NS merger produces a SGRB, we infer that any beamed
emission must be confined to a cone with an opening angle
greater than θmin

j determined by

1 − cos θmin
j = ρSGRB(0)

Rm
. (6)

Then, we estimated θmin
j = 0.◦6–7.◦8.

3. DISCUSSION

LGRBs are believed to be caused by relativistic jets since
breaks in the afterglow light curves are seen for many LGRBs.
The typical example is GRB 990510, which shows an achro-
matic break of the afterglow light curve (Harrison et al. 1999).
The physical reason for the achromatic break of the light curve

9 There are errors in Kalogera et al. (2004a) so the correct one is given in
Kalogera et al. (2004b).
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ABSTRACT

Using 72 short gamma-ray bursts (SGRBs) with well determined spectral data observed by BATSE, we determine
their redshift and luminosity by applying the Ep–Lp correlation for SGRBs found by Tsutsui et al. For 53 SGRBs with
an observed flux brighter than 4 × 10−6 erg cm−2 s−1, the cumulative redshift distribution up to z = 1 agrees well
with that of 22 Swift SGRBs. This suggests that the redshift determination by the Ep–Lp correlation for SGRBs works
well. The minimum event rate at z = 0 is estimated as Rmin

on−axis = 6.3+3.1
−3.9 × 10−10 events Mpc−3 yr−1, so that the

minimum beaming angle is 0.◦6–7.◦8 assuming a merging rate of 10−7– 4 × 10−6 events Mpc−3 yr−1 suggested from
the binary pulsar data. Interestingly, this angle is consistent with that for SGRB 130603B of ∼4◦–8◦. On the other
hand, if we assume a beaming angle of ∼6◦ suggested from four SGRBs with the observed beaming angle value,
then the minimum event rate including off-axis SGRBs is estimated as Rmin

all = 1.15+0.56
−0.66 × 10−7 events Mpc−3 yr−1.

If SGRBs are induced by the coalescence of binary neutron stars (NSs) and/or black holes (BHs), then this event
rate leads to a minimum gravitational-wave detection rate of 3.8+1.8

−2.2 (146+71
−83) events yr−1 for an NS–NS (NS–BH)

binary, respectively, by a worldwide network with KAGRA, advanced-LIGO, advanced-VIRGO, and GEO.

Key words: gamma-ray burst: general – gravitational waves – stars: neutron

Online-only material: color figures

1. INTRODUCTION

Although the number of observed short gamma-ray bursts
(SGRBs) is increasing, their central engine is still a big mystery.
A major candidate is the coalescence of compact objects such
as neutron stars (NSs) and stellar-mass black holes (BHs). One
of the keys to confirming this theory is the formation rate of
SGRBs as a function of redshift. In fact, if SGRBs are truly
induced by the coalescence of compact objects, then the SGRB
formation rate will track the star formation rate with some
delay time. Furthermore, if this is the case, then SGRBs are
expected to be accompanied by substantial gravitational-wave
emission. Thus, the local SGRB formation rate is directly
related to the expected number of gravitational-wave events for
next-generation gravitational-wave detectors such as KAGRA,4
advanced-LIGO,5 advanced-VIRGO,6 and GEO.7

However, the number of SGRBs with known redshift is very
small (∼20), and so the formation rate is not easy to estimate.
Previous studies have estimated the formation rate assuming
the functional form of the formation rate and the luminosity
function and fitting the data to derive model parameters (Guetta
& Piran 2005, 2006; Nakar et al. 2006; Dietz 2011; Metzger &
Berger 2012; Enrico Petrillo et al. 2013). In this approach, the
result depends on the functional form of the model and has large
statistical errors due to the small number of SGRBs used to fit
the model.

On the other hand, as for long gamma-ray bursts (LGRBs),
the formation rate has been estimated much more precisely and
robustly. This is because the correlation between the spectral

4 http://gwcenter.icrr.u-tokyo.ac.jp/en/
5 http://www.ligo.caltech.edu/
6 http://www.ego-gw.it/index.aspx/
7 http://www.geo600.org/

peak energy and luminosity was found and used to estimate the
redshift of LGRBs without a known redshift. First, Yonetoku
et al. (2004) analyzed the data from 16 LGRBs observed by
Compton Gamma Ray Observatory BATSE and BeppoSAX with
known redshifts, and found an Ep–Lp correlation between Ep
and the peak luminosity Lp integrated for 1 s time intervals at
the peak as

Lp = 2.34 × 1051 erg s−1
(

Ep

100 keV

)2

. (1)

The linear correlation coefficient of the log Ep– log Lp cor-
relation is 0.958 and the chance probability is 5.31 × 10−9.
Then, Ghirlanda et al. (2005a, 2005b), Krimm et al. (2009), and
Yonetoku et al. (2010) checked the properties of the correlation
and confirmed its reliability. Using this correlation, Yonetoku
et al. (2004) estimated the redshift for 689 bright BATSE LGRBs
without known redshift and derived the luminosity function and
the formation rate.

As for SGRBs, however, due to the small number of events
with known redshifts and good spectra to determine Ep, it has
been difficult to perform a similar analysis. Recently, Tsutsui
et al. (2013) succeeded in determining the Ep–Lp correlation
for SGRBs. They used 8 secure SGRBs out of 13 candidates
and obtained

Lp = 7.5 × 1050 erg s−1
(

Ep

100 keV

)1.59

, (2)

where Ep is from the time-integrated spectrum again while Lp
was taken as the luminosity integrated for 64 ms time intervals
at the peak considering the shorter duration of SGRB. The linear
correlation coefficient of the Ep–Lp correlation is 0.98 and the
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Number of SGRB with the determination of jet opening 
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comes from the jet dynamics after the relativistic Γ factor of the
jet becomes smaller than the inverse of the jet opening angle
(Rhoads 1999). If SGRBs are also caused by relativistic jets,
then we can expect a jet break similar to that for LGRBs. How-
ever, so far, only GRB 130603B has multi-wavelength data from
the radio to X-ray regimes to confirm the achromatic jet break
of the afterglow. Fong et al. (2014) determined the jet open-
ing angle of GRB 130603B to be 4◦–8◦, where the ambiguity
comes from the uncertainty in the kinetic energy of the jet and
the ambient gas density. Very interestingly, the opening angle
of GRB 130603B is compatible with the minimum jet opening
angle derived in the previous section.

For GRB 051221, the steepening of the afterglow light curve
was observed in the X-ray band at t ∼ 5 days. If we identify
this steepening as the jet break, then the jet opening angle
is determined as 5.◦7–7.◦3 (Soderberg et al. 2006). For GRB
111020A, Fong et al. (2012) argued for a significant break
at t ∼ 2 days in the X-ray band and obtained a jet opening
angle of 3◦–8◦. For GRB 090426, Nicuesa Guelbenzu et al.
(2011) obtained a jet opening angle of 4.◦4 from a break at
t = 0.4 days. The other jet opening angle information from
SGRBs is the lower limits (see Section 8.4 of the recent review
by Berger 2013) so that we only use these four estimations
of the jet opening angles. A simple average of these four
angles is ∼6◦. Taking this value, then, the event rate of SGRB,
including the off-axis ones, becomes ρmin

SGRB,all (0) = 1.15+0.57
−0.71 ×

10−7 event Mpc−3 yr−1.
Now let us assume that the central engine of the SGRB is

the coalescence of a NS–NS binary. Then, we can obtain an es-
timate of the event rate for gravitational-wave detection. The de-
tectable range of KAGRA, advanced-LIGO, advanced-VIRGO,
and GEO is ∼200 Mpc so that the minimum gravitational-
wave detection rate is determined to be 3.9+1.9

−2.4 events yr−1. This
estimate is independent of that based on pulsar observations
(Kalogera et al. 2004a, 2004b). On the other hand, if the central
engine of SGRBs is the coalescence of a BH–NS binary with
masses, say, of MBH = 10 M⊙ and MNS = 1.4 M⊙, then the
detectable range will become ∼3.4 times larger because it is
proportional to M

5/6
chirp, where the chirp mass Mchirp of a binary is

defined by Mchirp = (M1M2)3/5/(M1 + M2)1/5 (Seto et al. 2001),
where M1 and M2 are the masses of each compact object. In this
case, the detection rate will be 152+75

−94 events yr−1.
In the above estimate, we used the BATSE SGRBs with a

flux larger than 4 × 10−6 erg cm−2 s−1, which is shown by
the solid line in Figure 1. As can be seen in Figure 1, there
are 17 events below the flux limit and the event with the
lowest fluxes is located a factor of ∼4 below the solid line.
If we lower the flux limit by a factor of four, noting that the
cumulative luminosity function is proportional to L−1 as seen
in Figure 4, then we can expect that the event rate can be a factor
∼4 larger. Then, the gravitational-wave detection rate becomes
15.6+7.6

−9.6 (608+300
−376) events yr−1 for an NS–NS (NS–BH) binary,

respectively. Meanwhile, in their review paper, Abadie et al.
(2010) suggested that the likely binary NS detection rate for the
advanced LIGO–VIRGO network will be 40 events yr−1, with
a range between 0.4 and 400 yr−1.

Coward et al. (2012) analyzed 14 Swift SGRBs taking into
account the ratio of the rate of BATSE to Swift SGRBs, the
k correction, the maximum distance observed by a certain event,
the jet opening angle, and the probability of the event being an
SGRB. They obtained an event rate of 8+5

−3 × 10−9–1.1+0.7
−0.47 ×

10−6 events Mpc−3 yr−1 for the case of isotropic emission and
beamed emission, respectively. In our analysis, the minimum
event rate is ρmin

SGRB,all(0) = 1.15+0.57
−0.71 × 10−7 event Mpc−3 yr−1

after the geometrical correction of the beaming angle, while the
realistic one is 4.60+2.28

−2.84 × 10−7 events Mpc−3 yr−1. Although
both analyses used completely different methods, they are
consistent with each other. For an NS–NS binary, the detection
range of adv-LIGO will be ∼100 Mpc in 2016–2017 (Abadie
et al. 2010; Aasi et al. 2013), so that there is a good chance of
the first gravitational-wave detection around 2017.
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comes from the jet dynamics after the relativistic Γ factor of the
jet becomes smaller than the inverse of the jet opening angle
(Rhoads 1999). If SGRBs are also caused by relativistic jets,
then we can expect a jet break similar to that for LGRBs. How-
ever, so far, only GRB 130603B has multi-wavelength data from
the radio to X-ray regimes to confirm the achromatic jet break
of the afterglow. Fong et al. (2014) determined the jet open-
ing angle of GRB 130603B to be 4◦–8◦, where the ambiguity
comes from the uncertainty in the kinetic energy of the jet and
the ambient gas density. Very interestingly, the opening angle
of GRB 130603B is compatible with the minimum jet opening
angle derived in the previous section.

For GRB 051221, the steepening of the afterglow light curve
was observed in the X-ray band at t ∼ 5 days. If we identify
this steepening as the jet break, then the jet opening angle
is determined as 5.◦7–7.◦3 (Soderberg et al. 2006). For GRB
111020A, Fong et al. (2012) argued for a significant break
at t ∼ 2 days in the X-ray band and obtained a jet opening
angle of 3◦–8◦. For GRB 090426, Nicuesa Guelbenzu et al.
(2011) obtained a jet opening angle of 4.◦4 from a break at
t = 0.4 days. The other jet opening angle information from
SGRBs is the lower limits (see Section 8.4 of the recent review
by Berger 2013) so that we only use these four estimations
of the jet opening angles. A simple average of these four
angles is ∼6◦. Taking this value, then, the event rate of SGRB,
including the off-axis ones, becomes ρmin

SGRB,all (0) = 1.15+0.57
−0.71 ×

10−7 event Mpc−3 yr−1.
Now let us assume that the central engine of the SGRB is

the coalescence of a NS–NS binary. Then, we can obtain an es-
timate of the event rate for gravitational-wave detection. The de-
tectable range of KAGRA, advanced-LIGO, advanced-VIRGO,
and GEO is ∼200 Mpc so that the minimum gravitational-
wave detection rate is determined to be 3.9+1.9

−2.4 events yr−1. This
estimate is independent of that based on pulsar observations
(Kalogera et al. 2004a, 2004b). On the other hand, if the central
engine of SGRBs is the coalescence of a BH–NS binary with
masses, say, of MBH = 10 M⊙ and MNS = 1.4 M⊙, then the
detectable range will become ∼3.4 times larger because it is
proportional to M

5/6
chirp, where the chirp mass Mchirp of a binary is

defined by Mchirp = (M1M2)3/5/(M1 + M2)1/5 (Seto et al. 2001),
where M1 and M2 are the masses of each compact object. In this
case, the detection rate will be 152+75

−94 events yr−1.
In the above estimate, we used the BATSE SGRBs with a

flux larger than 4 × 10−6 erg cm−2 s−1, which is shown by
the solid line in Figure 1. As can be seen in Figure 1, there
are 17 events below the flux limit and the event with the
lowest fluxes is located a factor of ∼4 below the solid line.
If we lower the flux limit by a factor of four, noting that the
cumulative luminosity function is proportional to L−1 as seen
in Figure 4, then we can expect that the event rate can be a factor
∼4 larger. Then, the gravitational-wave detection rate becomes
15.6+7.6

−9.6 (608+300
−376) events yr−1 for an NS–NS (NS–BH) binary,

respectively. Meanwhile, in their review paper, Abadie et al.
(2010) suggested that the likely binary NS detection rate for the
advanced LIGO–VIRGO network will be 40 events yr−1, with
a range between 0.4 and 400 yr−1.

Coward et al. (2012) analyzed 14 Swift SGRBs taking into
account the ratio of the rate of BATSE to Swift SGRBs, the
k correction, the maximum distance observed by a certain event,
the jet opening angle, and the probability of the event being an
SGRB. They obtained an event rate of 8+5

−3 × 10−9–1.1+0.7
−0.47 ×

10−6 events Mpc−3 yr−1 for the case of isotropic emission and
beamed emission, respectively. In our analysis, the minimum
event rate is ρmin

SGRB,all(0) = 1.15+0.57
−0.71 × 10−7 event Mpc−3 yr−1

after the geometrical correction of the beaming angle, while the
realistic one is 4.60+2.28

−2.84 × 10−7 events Mpc−3 yr−1. Although
both analyses used completely different methods, they are
consistent with each other. For an NS–NS binary, the detection
range of adv-LIGO will be ∼100 Mpc in 2016–2017 (Abadie
et al. 2010; Aasi et al. 2013), so that there is a good chance of
the first gravitational-wave detection around 2017.
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comes from the jet dynamics after the relativistic Γ factor of the
jet becomes smaller than the inverse of the jet opening angle
(Rhoads 1999). If SGRBs are also caused by relativistic jets,
then we can expect a jet break similar to that for LGRBs. How-
ever, so far, only GRB 130603B has multi-wavelength data from
the radio to X-ray regimes to confirm the achromatic jet break
of the afterglow. Fong et al. (2014) determined the jet open-
ing angle of GRB 130603B to be 4◦–8◦, where the ambiguity
comes from the uncertainty in the kinetic energy of the jet and
the ambient gas density. Very interestingly, the opening angle
of GRB 130603B is compatible with the minimum jet opening
angle derived in the previous section.

For GRB 051221, the steepening of the afterglow light curve
was observed in the X-ray band at t ∼ 5 days. If we identify
this steepening as the jet break, then the jet opening angle
is determined as 5.◦7–7.◦3 (Soderberg et al. 2006). For GRB
111020A, Fong et al. (2012) argued for a significant break
at t ∼ 2 days in the X-ray band and obtained a jet opening
angle of 3◦–8◦. For GRB 090426, Nicuesa Guelbenzu et al.
(2011) obtained a jet opening angle of 4.◦4 from a break at
t = 0.4 days. The other jet opening angle information from
SGRBs is the lower limits (see Section 8.4 of the recent review
by Berger 2013) so that we only use these four estimations
of the jet opening angles. A simple average of these four
angles is ∼6◦. Taking this value, then, the event rate of SGRB,
including the off-axis ones, becomes ρmin

SGRB,all (0) = 1.15+0.57
−0.71 ×

10−7 event Mpc−3 yr−1.
Now let us assume that the central engine of the SGRB is

the coalescence of a NS–NS binary. Then, we can obtain an es-
timate of the event rate for gravitational-wave detection. The de-
tectable range of KAGRA, advanced-LIGO, advanced-VIRGO,
and GEO is ∼200 Mpc so that the minimum gravitational-
wave detection rate is determined to be 3.9+1.9

−2.4 events yr−1. This
estimate is independent of that based on pulsar observations
(Kalogera et al. 2004a, 2004b). On the other hand, if the central
engine of SGRBs is the coalescence of a BH–NS binary with
masses, say, of MBH = 10 M⊙ and MNS = 1.4 M⊙, then the
detectable range will become ∼3.4 times larger because it is
proportional to M

5/6
chirp, where the chirp mass Mchirp of a binary is

defined by Mchirp = (M1M2)3/5/(M1 + M2)1/5 (Seto et al. 2001),
where M1 and M2 are the masses of each compact object. In this
case, the detection rate will be 152+75

−94 events yr−1.
In the above estimate, we used the BATSE SGRBs with a

flux larger than 4 × 10−6 erg cm−2 s−1, which is shown by
the solid line in Figure 1. As can be seen in Figure 1, there
are 17 events below the flux limit and the event with the
lowest fluxes is located a factor of ∼4 below the solid line.
If we lower the flux limit by a factor of four, noting that the
cumulative luminosity function is proportional to L−1 as seen
in Figure 4, then we can expect that the event rate can be a factor
∼4 larger. Then, the gravitational-wave detection rate becomes
15.6+7.6

−9.6 (608+300
−376) events yr−1 for an NS–NS (NS–BH) binary,

respectively. Meanwhile, in their review paper, Abadie et al.
(2010) suggested that the likely binary NS detection rate for the
advanced LIGO–VIRGO network will be 40 events yr−1, with
a range between 0.4 and 400 yr−1.

Coward et al. (2012) analyzed 14 Swift SGRBs taking into
account the ratio of the rate of BATSE to Swift SGRBs, the
k correction, the maximum distance observed by a certain event,
the jet opening angle, and the probability of the event being an
SGRB. They obtained an event rate of 8+5

−3 × 10−9–1.1+0.7
−0.47 ×

10−6 events Mpc−3 yr−1 for the case of isotropic emission and
beamed emission, respectively. In our analysis, the minimum
event rate is ρmin

SGRB,all(0) = 1.15+0.57
−0.71 × 10−7 event Mpc−3 yr−1

after the geometrical correction of the beaming angle, while the
realistic one is 4.60+2.28

−2.84 × 10−7 events Mpc−3 yr−1. Although
both analyses used completely different methods, they are
consistent with each other. For an NS–NS binary, the detection
range of adv-LIGO will be ∼100 Mpc in 2016–2017 (Abadie
et al. 2010; Aasi et al. 2013), so that there is a good chance of
the first gravitational-wave detection around 2017.
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comes from the jet dynamics after the relativistic Γ factor of the
jet becomes smaller than the inverse of the jet opening angle
(Rhoads 1999). If SGRBs are also caused by relativistic jets,
then we can expect a jet break similar to that for LGRBs. How-
ever, so far, only GRB 130603B has multi-wavelength data from
the radio to X-ray regimes to confirm the achromatic jet break
of the afterglow. Fong et al. (2014) determined the jet open-
ing angle of GRB 130603B to be 4◦–8◦, where the ambiguity
comes from the uncertainty in the kinetic energy of the jet and
the ambient gas density. Very interestingly, the opening angle
of GRB 130603B is compatible with the minimum jet opening
angle derived in the previous section.

For GRB 051221, the steepening of the afterglow light curve
was observed in the X-ray band at t ∼ 5 days. If we identify
this steepening as the jet break, then the jet opening angle
is determined as 5.◦7–7.◦3 (Soderberg et al. 2006). For GRB
111020A, Fong et al. (2012) argued for a significant break
at t ∼ 2 days in the X-ray band and obtained a jet opening
angle of 3◦–8◦. For GRB 090426, Nicuesa Guelbenzu et al.
(2011) obtained a jet opening angle of 4.◦4 from a break at
t = 0.4 days. The other jet opening angle information from
SGRBs is the lower limits (see Section 8.4 of the recent review
by Berger 2013) so that we only use these four estimations
of the jet opening angles. A simple average of these four
angles is ∼6◦. Taking this value, then, the event rate of SGRB,
including the off-axis ones, becomes ρmin

SGRB,all (0) = 1.15+0.57
−0.71 ×

10−7 event Mpc−3 yr−1.
Now let us assume that the central engine of the SGRB is

the coalescence of a NS–NS binary. Then, we can obtain an es-
timate of the event rate for gravitational-wave detection. The de-
tectable range of KAGRA, advanced-LIGO, advanced-VIRGO,
and GEO is ∼200 Mpc so that the minimum gravitational-
wave detection rate is determined to be 3.9+1.9

−2.4 events yr−1. This
estimate is independent of that based on pulsar observations
(Kalogera et al. 2004a, 2004b). On the other hand, if the central
engine of SGRBs is the coalescence of a BH–NS binary with
masses, say, of MBH = 10 M⊙ and MNS = 1.4 M⊙, then the
detectable range will become ∼3.4 times larger because it is
proportional to M

5/6
chirp, where the chirp mass Mchirp of a binary is

defined by Mchirp = (M1M2)3/5/(M1 + M2)1/5 (Seto et al. 2001),
where M1 and M2 are the masses of each compact object. In this
case, the detection rate will be 152+75

−94 events yr−1.
In the above estimate, we used the BATSE SGRBs with a

flux larger than 4 × 10−6 erg cm−2 s−1, which is shown by
the solid line in Figure 1. As can be seen in Figure 1, there
are 17 events below the flux limit and the event with the
lowest fluxes is located a factor of ∼4 below the solid line.
If we lower the flux limit by a factor of four, noting that the
cumulative luminosity function is proportional to L−1 as seen
in Figure 4, then we can expect that the event rate can be a factor
∼4 larger. Then, the gravitational-wave detection rate becomes
15.6+7.6

−9.6 (608+300
−376) events yr−1 for an NS–NS (NS–BH) binary,

respectively. Meanwhile, in their review paper, Abadie et al.
(2010) suggested that the likely binary NS detection rate for the
advanced LIGO–VIRGO network will be 40 events yr−1, with
a range between 0.4 and 400 yr−1.

Coward et al. (2012) analyzed 14 Swift SGRBs taking into
account the ratio of the rate of BATSE to Swift SGRBs, the
k correction, the maximum distance observed by a certain event,
the jet opening angle, and the probability of the event being an
SGRB. They obtained an event rate of 8+5

−3 × 10−9–1.1+0.7
−0.47 ×

10−6 events Mpc−3 yr−1 for the case of isotropic emission and
beamed emission, respectively. In our analysis, the minimum
event rate is ρmin

SGRB,all(0) = 1.15+0.57
−0.71 × 10−7 event Mpc−3 yr−1

after the geometrical correction of the beaming angle, while the
realistic one is 4.60+2.28

−2.84 × 10−7 events Mpc−3 yr−1. Although
both analyses used completely different methods, they are
consistent with each other. For an NS–NS binary, the detection
range of adv-LIGO will be ∼100 Mpc in 2016–2017 (Abadie
et al. 2010; Aasi et al. 2013), so that there is a good chance of
the first gravitational-wave detection around 2017.
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If we include dimmer SGRBs below the flux limit 
in the analysis, the rate would be 4 times larger. 
 
What is happening in Adv LIGO O1 from 9/15-12/15? 
 
Assuming that the range for  NS-NS is 60Mpc and 100% 
Duty cycle 
 
If all SGRBs are NS-NS, expected number of event is 
 0.1 in O1. 
 
If all SGRBs are NS-BH, expected event is 4.1 in O1. 
 
If 10% of SGRB is NS-BH, expected event is 0.5 in O1. 
 
We might see the paper like “The evidence for the detection 
of GW from SGRB………… 
 
�����
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Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The
average distance to which binary neutron star (BNS) signals could be seen is given in Mpc. Current
notions of the progression of sensitivity are given for early, middle, and late commissioning phases,
as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current
estimates.

BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in Fig. 1.
The installation of aLIGO is well underway. The plan calls for three identical 4 km interfer-

ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.

The commissioning timeline for AdV [3] is still being defined, but it is anticipated that in
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Fig. 2.— A representative light curve for prompt, extended
and plateau emission in our BH model. Observational data of
GRB 070714B is obtained from UK Swift Science Data Cen-
tre. Time shown in the horizontal axis denotes the rest-frame
time since Swift/BAT triggers. For the redshift value, we follow
Gompertz et al. (2013). The number III – VIII corresponds to
the phase in Figure 1. For the rebrightening component at ∼ 1 s,
we consider flaring activities discussed in Section 4.

(III, V and VII), and light-green lines denote the decay
phases (IV, VI and VIII). Constant luminosities at three
phases (III, V and VII) suggest constant magnetic fields
in Equation (1); BH ∼ 1014 G at the prompt emission
(phase III), ∼ 1013 G at the extended emission (phase V)
and ∼ 1012G at the plateau emission (phase VII), respec-
tively. Here, we assume a∗ ∼ 0.7 (Shibata & Taniguchi

2006), so that rH = (1/2)
(

1 +
√

1− a2∗

)

Rs ∼ 0.86Rs,

where Rs = 2GMBH/c2 is the Schwarzschild radius. To
convert the luminosity from the BZ power LBZ to the
observed isotropic luminosity L, we take into account
the beaming correction (θ2j ∼ 10−3; Fong et al. 2014)
and the radiative efficiency (η ∼ 0.1; e.g., Zhang et al.
2007),

L ∼ η(2/θ2j )LBZ ∼ 102LBZ. (5)

Using Equations (1) and (5), the strength of the magnetic
field is determined by the observed luminosity L as

BH∼ 3× 1012
(

η/θ2j
102

)−1/2
(

MBH

3M⊙

)−1

×

(

L

1047erg s−1

)1/2

G. (6)

A characteristic timescale of the BZ jet activ-
ity is determined by the pressure balance near the
BH. As the mass accretion rate decreases, the pres-
sure of the fallback matter pf falls short of the
magnetic pressure pB (making a magnetically-arrested
disk; e.g., Bisnovatyi-Kogan & Ruzmaikin 1976;
Narayan, Igumenshchev & Abramowicz 2003). Then,
the magnetic flux expands the torus and decreases on
the BH, leading to the reduction of the BZ power. The
pressure of the magnetic field is

pB =
B2

H

8π

(

R

rH

)−4

, (7)

under the magnetic flux conservation, where R is the
radial distance. The pressure of the fallback matter is

pf =
GMBHṀ

2πR3vR
, (8)

where vR is the radial velocity. For the radial veloc-
ity vR, we assume vR ≡ ϵvff where vff =

√

GMBH/R
is the free-fall velocity. For the value of ϵ, we
adopt ϵ ∼ 10−2 which is supported by the obser-
vations and numerical simulations of the relativistic
jets (e.g., Tchekhovskoy, Narayan & McKinney 2011;
Zamaninasab et al. 2014). Then, the magnetospheric
radius Rm, where the equilibrium point between two
pressures pf (Equation 7) and pB (Equation 8), is

Rm

rH
∼ 2

( ϵ

10−2

)2/3
(

BH

1012G

)4/3

×

(

MBH

3M⊙

)4/3
(

Ṁ

10−11M⊙ s−1

)−2/3

. (9)

Using Equation (9) and the temporal evolution of the
mass accretion rate (Equation 4), we obtain the charac-
teristic timescale of the BZ jet

T ∼ 1× 104
( ϵ

10−2

)−3/5
(

tvis
0.1s

)2/5 ( Mf

10−3M⊙

)3/5

×

(

MBH

3M⊙

)−6/5( BH

1012G

)−6/5

s. (10)

Using Equations (6) and (10), the total fallback mass is
determined by the observed luminosity L and duration
T as

Mf ∼ 1× 10−2M⊙

( ϵ

10−2

)

(

η/θ2j
102

)−1
(

tvis
0.1s

)−2/3

×

(

L

1047erg s−1

)(

T

104s

)5/3

. (11)

After the time t > T , the BZ power evolves as LBZ ∝

t−40/9 derived by the magnetic flux ΨBH ∝ R−2
m and the

time dependence Rm ∝ t10/9 from Equations (4) and (9).
Thus, we model the BZ power as

LBZ ∝

(

1 +
t

T

)−40/9

. (12)

The maximum value of the BZ power LBZ is deter-
mined by the accretion power Ṁc2. In fact, using the
condition pf > pB and Equations (1), (7) and (8), the
ratio is LBZ/(Ṁc2) ! 1. For comparison, we plot
the mass accretion rate with the beaming correction
(2/θ2j )Ṁc2 ∼ 103Ṁc2 in Figures 2 and 3 as thin dot-
ted lines.
Our theoretical light curve is consistent with the obser-

vations. As an example, we plot the observational data7

of short GRB 070714B, which has extended and plateau
emission in Figure 2.

7 http://www.swift.ac.uk/index.php
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Long-lasting BH Jets in Short GRBs 3

Fig. 1.— Schematic pictures of our BH model for short GRBs. See Section 2 for details.

netic fields to reconnect (phases IV and VI). Then, the
magnetic flux on the BH ΨBH as well as the BZ power
LBZ decrease. In other words, the long-lasting activities
require the fallback matter, which itself inevitably leads
to the magnetic flux decay. This topological argument
does not depend on the specific physical processes. Dif-
ferent values of the magnetic fields explain the BZ power
at different phases, prompt (phase III), extended (phase
V) and plateau emission (phase VII) as quantitatively
shown in the next section. The minimum magnetic flux

after the reconnection (phase VII) is determined by the
initial flux of a NS before the merger (phase I).
Phase VIII in Figure 1: The BH activity ends if the

pressure of the fallback matter becomes too small to sup-
port the magnetic flux. Then, the magnetic field lines
escape from the BH (phase VIII).

3. LIGHT CURVE

Figure 2 shows the theoretical light curve with a thick
curve. Black lines denote the constant luminosity phases
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Fig. 3.— Theoretical light curves for 9 short GRBs used in Gompertz et al. (2013); Gompertz, O’Brien & Wynn (2014). For the redshift
values, we follow Gompertz et al. (2013) except for GRB 051227 (z = 0.8; D’Avanzo et al. 2009).

In Figure 3, our model is consistent with other 9 short
GRBs used in Gompertz, O’Brien & Wynn (2014). The
ratio LBZ/(Ṁc2) ! 1 is satisfied for all samples.

4. DISCUSSION

Figure 4 shows the total fallback mass Mf and mag-
netic fields BH at extended (blue triangles) and plateau
emission (red circles) evaluated by the observed luminos-
ity L and duration T with Equations (6) and (11). The
magnetic field at the plateau emission is BH ∼ 1011−1012

G, which is consistent with a typical value of pulsars
and the observed value of a non-recycled pulsar, PSR
J0737+3039B, in the double pulsar system (Lyne et al.
2004). For the extended emission, slightly strong mag-
netic field BH ∼ 1013 G is required to explain the ob-
servations. Different values of the magnetic field be-
tween prompt and extended emission may suggest that
the magnetic field in the torus formed at the collapse of
the HMNS is larger than that in the ejecta. On the other
hand, the total fallback masses Mf for both extended

and plateau emission in Figure 4 are consistent with the
ejecta mass Mf ∼ 10−4

− 10−2M⊙ obtained from the
numerical simulations (Hotokezaka et al. 2013) and the
observation of a macronova following GRB 130603B (e.g.,
Tanvir et al. 2013; Berger, Fong & Chornock 2013;
Takami, Nozawa & Ioka 2014; Kisaka, Ioka & Takami
2015). The fallback masses for the extended and plateau
emission are similar in each event, partly supporting our
model.
In Figure 4, we also compare our BH model with GRB

080503, which has a bright extended emission and a
weak or no plateau emission. The parameters were unob-
tainable in the magnetar model (Gompertz et al. 2013;
Gompertz, O’Brien & Wynn 2014). We obtain only the
upper limit on the magnetic field BH at the plateau phase
(red arrow), which are consistent with the other events.
Rapid declines of some light curves may indicate that

the magnetic field is decayed by reconnection since Equa-
tion (12) assumes the flux conservation. Note that the
released energy due to the reconnection is negligible for
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Fig. 1.— Schematic picture for the scattering of plateau emission
and the engine-powered macronova. X-ray photons emitted from
the inside of the jet (light blue region) are scattered by the optically
thick ejecta (thick arrow). The grey region is effectively thin and
the red region is effectively thick.
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Fig. 2.— Light curves of the plateau (the black dashed curve)
and its scattered emissions (ϵ = 10−3; the red solid curve). Red
crosses are the plateau emission of GRB 130603B with the dis-
tance changed from the original redshift z = 0.356 to 100 Mpc.
Observational data are obtained from UK Swift Science Data Cen-
tre. Blue dotted lines show the sensitivity limits for the soft X-
ray detectors of ISS-Lobster/WTI (integration time 450 s), Ein-
stein Probe/WXT (integration time 1000 s), Swift/XRT (integra-
tion time 100 s) and eROSITA (integration time corresponding to
a single survey pass). The scattered emission is detectable for these
X-ray detectors.

1998; Eichler & Levinson 1999). We also consider a
macronova9 (or kilonova) powered by the plateau activ-
ity (KIT15), without resort to the r-process radioactivity
(Tanvir et al. 2013; Berger, Fong & Chornock 2013).
These detections would significantly reduce the local-
ization error of GW detectors (∼ 10 − 100 deg2; e.g.,
Berry et al. 2015).
The Letter is organized as follows: in Section 2 we es-

timate the luminosity of the scattered plateau emission,
and compare it with the sensitivity of X-ray observations.
In Section 3, we present the model of a macronova pow-
ered by the plateau activity, which explains the observa-
tions of GRB 130603B. Finally, we present discussions in

9 We use the term “macronova” as a transient with a NS binary
merger, especially thermal radiation from the merger ejecta.

Section 4.

2. SCATTERED X-RAY EMISSION

Figure 1 shows a schematic picture for the scattering of
the emission from the jet (the thick arrow). A significant
fraction of photons which are emitted with angle ! θj rel-
ative to the jet axis could be scattered at a large angle by
the surrounding ejecta if the optical depth for the Thom-
son scattering is larger than unity, τ ∼ nσTr ≫ 1, where
n is the electron number density, and σT is the Thom-
son cross section. Using the assumption of homologous
expansion for the ejecta (Hotokezaka et al. 2013), the
radius of the ejecta r is described by the velocity v and
time since the merger t as r ∼ vt. The number density10

is described by n ∼ Mej/(Āmpv3t3), where Ā is the aver-
age mass number of the nuclei in the ejecta and mp is the
proton mass. If the ejecta mainly consist of the r-process
elements, we have Ā ∼ 100 (e.g., Lattimer & Schramm
1974). Then a typical value of the optical depth is

τ ∼ 102
(

t

104 s

)−2 ( Ā

102

)−1 (
Mej

10−2M⊙

)

( v

0.1 c

)−2
,(1)

where c is the speed of the light. Therefore, the surround-
ing ejecta are optically thick to the Thomson scattering
during the plateau activity timescale (∼ 104 s).
Another condition to scatter a significant fraction of

the plateau emission is that the radius of the plateau
emission region is smaller than that of the expanding
ejecta (Figure 1). Since the typical velocity of the ejecta
is v ∼ 0.1c, the radius of the ejecta is described by

r ∼ 3× 1013
( v

0.1 c

)

(

t

104 s

)

cm. (2)

On the other hand, the radius of the plateau emission
region is estimated as

rplateau ∼ Γ2c∆t ∼ 3× 1012
(

Γ

10

)2 (∆t

1 s

)

cm, (3)

where Γ is the bulk Lorentz factor of the emitter and∆t is
the flux variability timescale. Both Γ and ∆t have some
range for each event, so that the emission continues over
rplateau ∼ 1011−1014 cm in an approximately logarithmic
way. Since the Lorentz factor is low Γ ∼ 10 inside the jet
due to the cocoon confinement (Nagakura et al. 2014)
and thus the relativistic beaming angle is larger than the
jet opening angle 1/Γ ! θj , most emission from the jet
can reach the boundary between the jet and the ejecta
as shown in Figure 1. In addition, the range of rplateau
covers the sweet spot for the scattering, rplateau ∼ r/Γ ∼

3× 1012 cm. Therefore, the observers with large viewing
angle (! θj) with respect to the jet axis would detect the
scattered X-ray photons of the plateau emission.
We parameterize the scattered luminosity of the

plateau emission Lrf using a parameter ϵ as

Lrf ∼ ϵLiso,pl, (4)

where Liso,pl is the observed isotropic luminosity of the
plateau emission. We first consider the isotropically scat-
tered component whose energy is comparable to that be-
fore the scattering. Then, the luminosity of the scattered

10 Typically the nuclei are weakly ionized.
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Fig. 1.— Schematic picture for the scattering of plateau emission
and the engine-powered macronova. X-ray photons emitted from
the inside of the jet (light blue region) are scattered by the optically
thick ejecta (thick arrow). The grey region is effectively thin and
the red region is effectively thick.
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Fig. 2.— Light curves of the plateau (the black dashed curve)
and its scattered emissions (ϵ = 10−3; the red solid curve). Red
crosses are the plateau emission of GRB 130603B with the dis-
tance changed from the original redshift z = 0.356 to 100 Mpc.
Observational data are obtained from UK Swift Science Data Cen-
tre. Blue dotted lines show the sensitivity limits for the soft X-
ray detectors of ISS-Lobster/WTI (integration time 450 s), Ein-
stein Probe/WXT (integration time 1000 s), Swift/XRT (integra-
tion time 100 s) and eROSITA (integration time corresponding to
a single survey pass). The scattered emission is detectable for these
X-ray detectors.

1998; Eichler & Levinson 1999). We also consider a
macronova9 (or kilonova) powered by the plateau activ-
ity (KIT15), without resort to the r-process radioactivity
(Tanvir et al. 2013; Berger, Fong & Chornock 2013).
These detections would significantly reduce the local-
ization error of GW detectors (∼ 10 − 100 deg2; e.g.,
Berry et al. 2015).
The Letter is organized as follows: in Section 2 we es-

timate the luminosity of the scattered plateau emission,
and compare it with the sensitivity of X-ray observations.
In Section 3, we present the model of a macronova pow-
ered by the plateau activity, which explains the observa-
tions of GRB 130603B. Finally, we present discussions in

9 We use the term “macronova” as a transient with a NS binary
merger, especially thermal radiation from the merger ejecta.

Section 4.

2. SCATTERED X-RAY EMISSION

Figure 1 shows a schematic picture for the scattering of
the emission from the jet (the thick arrow). A significant
fraction of photons which are emitted with angle ! θj rel-
ative to the jet axis could be scattered at a large angle by
the surrounding ejecta if the optical depth for the Thom-
son scattering is larger than unity, τ ∼ nσTr ≫ 1, where
n is the electron number density, and σT is the Thom-
son cross section. Using the assumption of homologous
expansion for the ejecta (Hotokezaka et al. 2013), the
radius of the ejecta r is described by the velocity v and
time since the merger t as r ∼ vt. The number density10

is described by n ∼ Mej/(Āmpv3t3), where Ā is the aver-
age mass number of the nuclei in the ejecta and mp is the
proton mass. If the ejecta mainly consist of the r-process
elements, we have Ā ∼ 100 (e.g., Lattimer & Schramm
1974). Then a typical value of the optical depth is

τ ∼ 102
(

t

104 s

)−2 ( Ā

102

)−1 (
Mej

10−2M⊙

)

( v

0.1 c

)−2
,(1)

where c is the speed of the light. Therefore, the surround-
ing ejecta are optically thick to the Thomson scattering
during the plateau activity timescale (∼ 104 s).
Another condition to scatter a significant fraction of

the plateau emission is that the radius of the plateau
emission region is smaller than that of the expanding
ejecta (Figure 1). Since the typical velocity of the ejecta
is v ∼ 0.1c, the radius of the ejecta is described by

r ∼ 3× 1013
( v

0.1 c

)

(

t

104 s

)

cm. (2)

On the other hand, the radius of the plateau emission
region is estimated as

rplateau ∼ Γ2c∆t ∼ 3× 1012
(

Γ

10

)2 (∆t

1 s

)

cm, (3)

where Γ is the bulk Lorentz factor of the emitter and∆t is
the flux variability timescale. Both Γ and ∆t have some
range for each event, so that the emission continues over
rplateau ∼ 1011−1014 cm in an approximately logarithmic
way. Since the Lorentz factor is low Γ ∼ 10 inside the jet
due to the cocoon confinement (Nagakura et al. 2014)
and thus the relativistic beaming angle is larger than the
jet opening angle 1/Γ ! θj , most emission from the jet
can reach the boundary between the jet and the ejecta
as shown in Figure 1. In addition, the range of rplateau
covers the sweet spot for the scattering, rplateau ∼ r/Γ ∼

3× 1012 cm. Therefore, the observers with large viewing
angle (! θj) with respect to the jet axis would detect the
scattered X-ray photons of the plateau emission.
We parameterize the scattered luminosity of the

plateau emission Lrf using a parameter ϵ as

Lrf ∼ ϵLiso,pl, (4)

where Liso,pl is the observed isotropic luminosity of the
plateau emission. We first consider the isotropically scat-
tered component whose energy is comparable to that be-
fore the scattering. Then, the luminosity of the scattered

10 Typically the nuclei are weakly ionized.

X-ray counterparts to gravitational waves 5

brings new information. First the polarization degree
Π = (1− cos2 θ)/(1+cos2 θ) gives the scattering angle θ,
which is approximately equal to the inclination angle of
the binary θv as the jet is aligned with the rotational axis
of the binary (Figure 2). Since the intensity also depends
on the angle, we expect an anticorrelation between the
X-ray intensity and polarization degree. The estimate of
inclination angle from polarization degree gives us a test
of our model since it is also measurable from the ratio of
GW polarizations h+/h× = (1 + cos2 θ)/2 cos θ with an
accuracy of ∼ 5 (2) degrees for a NS-NS (BH-NS) sys-
tem (Arun et al. 2014). Second the X-ray polarization
angle on the sky determines another jet direction besides
θ. This angle is degenerate with binary orbital phase in
the gravitational wave signal without higher harmonics
(O’Shaughnessy et al. 2013). Thus the X-ray polariza-
tion can improve the measurement of parameters14.

Recently, Yang et al. (2015) reported the discovery
of near-infrared bump with luminosity L ∼ 1041 erg
s−1 that is significantly above the regular decaying af-
terglow in GRB 060614. The plateau emission with
Liso,pl = 4 × 1044 and tinj ∼ 105 s was detected in this
event (Kisaka & Ioka 2015). Using these values and
other parameters, η = 0.1, θj = 4◦ and t = 12 days,
the estimated luminosity of the plateau activity-powered
macronova, L ∼ 1041 erg s−1, is consistent with the ob-
served one.
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Section 2: Coalescence of stellar 
mass size  Binary Black Hole(BBH)�
•  No definite candidates are observed . 
•  No EM radiation unless gas around BH exists 
•  Population Synthesis is the unique method. 
•  PopIII BBH with Kinugawa et al. 2014, 2015 
•  The code is the PopIII version of Hurley, Tout 

&Pols(2002)’s open code for Pop I. 
•  PopIII star is the zero metal star formed first 

in our Universe. Radius is small and no mass 
loss since it has no metals.�
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2 METHOD OF BINARY POPULATION

SYNTHESIS SIMULATIONS

2.1 Single star evolution

2.1.1 Population III stars

Pop III stars are formed in the early universe from
primordial gas, i.e., without heavy elements. The
star formation process of Pop III stars has been in-
vestigated by many authors (Tegmark et al. 1997;
Omukai & Nishi 1998; Bromm, Coppi & Larson 2002;
Yoshida, Omukai & Hernquist 2008; Greif et al. 2012).
According to their studies, the differences of the chemical
compositions lead to the following three features of Pop III
stars compared with Pop I stars:(1) more massive > 10 M⊙

(2) smaller stellar radius for the same mass (3) less mass
loss by stellar wind. Since these features play key roles in
a single stellar evolution and binary interactions (see also
Sec. 2.2), we briefly summarize these features of Pop III
stars in what follows.

In primordial gas, the H2-line emission is the main
cooling process, which is less efficient than the dust cool-
ing as in Pop I star formation. Since the gas temperature
is kept hotter, typically massive cloud collapses and forms
protostars at the center. Recent numerical simulations (e.g.,
Hosokawa et al. 2011, 2012; Stacy et al. 2012) suggest that
the Pop III protostar can grow to ∼ several 10 M⊙ until the
radiation feedback halts the gas accretion onto the central
protostar. Therefore, Pop III stars at the ZAMS stage are
typically more massive than Pop I stars of mass ∼ 1 M⊙.

When the protostar reaches the Zero Age Main Se-
quence (ZAMS) stage, the star contracts until the central
temperature rises above 108 K to generate C via triple-alpha
reaction so that CNO-cycle starts (Marigo et al. 2001).
Thus, stable structure of Pop III ZAMS star has the smaller
radius than that of Pop I stars. As a result, the binary in-
teraction for Pop III stars becomes more weak than those
for Pop I stars. Figure 1 shows the Hertzsprung-Russell
(HR) diagram for Pop III stars over the mass range of
10 ! M ! 100 M⊙ from the ZAMS stage to the begin-
ning of the C-burning stage. In Pop III star case, the central
temperature is so high that the He-burning soon begins af-
ter the end of the H-burning. Therefore, the resultant stellar
evolution at the post main sequence stage is different from
the usual Pop I star case (Kippenhahn & Weigert 1990).

The mass loss due to the stellar wind and pulsation
has impacts on the stellar evolution and the mass of the
remnant compact objects. For Pop III star case, such mass-
loss processes do not operate because of no heavy elements
at the stellar surface (e.g. Baraffe, Heger & Woosley 2001;
Inayoshi, Hosokawa & Omukai 2013). Therefore, we neglect
the effect of the mass loss on the stellar evolution.

2.1.2 Fitting formulae of Pop III steller evolution

In order to include the single PopIII star evolution to
the binary population synthesis simulation code given by
Hurley, Tout & Pols (2002), we need to construct the fit-
ting formula to the stellar radius and the core mass as a
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Figure 1. The Hertzsprung-Russell (HR) diagram for the Pop
III stars of mass 10 M⊙ ! M ! 100 M⊙ using the data taken
from Marigo et al. (2001). The number attached to each solid
curve is the mass of each star in unit of M⊙. The dashed line
shows the ZAMS (Zero Age Main Sequence) stars. Red circles,
green triangles and blue squares correspond to the beginning of
He-burning, the end of the He-burning and the beginning of the
C-burning, respectively.

function of time since it consumes too long cpu time to nu-
merically evolve Pop III stars up to the C-burning phase in
each population synthesis. Using the results of stellar evolu-
tion for Pop III stars calculated by Marigo et al. (2001), we
here present fitting formulae of the stellar radius and core
mass as functions of the stellar mass M and the time (t)
from the birth of a star.

We basically fit the stellar radii of Pop III stars in the
same way as Hurley, Pols & Tout (2000) did for Pop I stars.
As shown in Fig. 1, we divide the life of Pop III stars into
the four characteristic phases: (1) H-burning phase (from the
ZAMS to red circle), (2) the He-burning phase (from red cir-
cle to green triangle), (3) the He-shell burning phase (blue
square), and (4) after the C-ignition. In the followings, we
show the fitting formulae in each phase. We use the sub-
scripts H, He, HeS and C to each physical variables such
as the radius and the mass to show the H-burning phase,
the He-burning phase, the He-shell burning phase and the
C-burning phase, respectively. The superscripts b and e de-
note the beginning and the end of each phase, respectively.
Basically, the fitting formulae are expressed as the forms of
polynomials of the mass and age. In other cases, we will
mention how to obtain each formulae.

(1) H-burning phase

In order to characterize the stellar radius of the H-burning
phase, we first need to obtain the stellar radius of the ZAMS
(RZAMS), the stellar radius at the end of the main sequence,
and the H-burning time tH, which can be expressed as

(RZAMS/R⊙) = 1.22095 + 2.70041 × 10−2(M/10 M⊙)

+ 0.135427(M/10 M⊙)2 − 1.95541 × 10−2(M/10 M⊙)3

+ 8.7585 × 10−4(M/10 M⊙)4, (1)
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We make the fitting formula of the evolution of the radius of the star to save the time.  
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2 METHOD OF BINARY POPULATION

SYNTHESIS SIMULATIONS

2.1 Single star evolution

2.1.1 Population III stars

Pop III stars are formed in the early universe from
primordial gas, i.e., without heavy elements. The
star formation process of Pop III stars has been in-
vestigated by many authors (Tegmark et al. 1997;
Omukai & Nishi 1998; Bromm, Coppi & Larson 2002;
Yoshida, Omukai & Hernquist 2008; Greif et al. 2012).
According to their studies, the differences of the chemical
compositions lead to the following three features of Pop III
stars compared with Pop I stars:(1) more massive > 10 M⊙

(2) smaller stellar radius for the same mass (3) less mass
loss by stellar wind. Since these features play key roles in
a single stellar evolution and binary interactions (see also
Sec. 2.2), we briefly summarize these features of Pop III
stars in what follows.

In primordial gas, the H2-line emission is the main
cooling process, which is less efficient than the dust cool-
ing as in Pop I star formation. Since the gas temperature
is kept hotter, typically massive cloud collapses and forms
protostars at the center. Recent numerical simulations (e.g.,
Hosokawa et al. 2011, 2012; Stacy et al. 2012) suggest that
the Pop III protostar can grow to ∼ several 10 M⊙ until the
radiation feedback halts the gas accretion onto the central
protostar. Therefore, Pop III stars at the ZAMS stage are
typically more massive than Pop I stars of mass ∼ 1 M⊙.

When the protostar reaches the Zero Age Main Se-
quence (ZAMS) stage, the star contracts until the central
temperature rises above 108 K to generate C via triple-alpha
reaction so that CNO-cycle starts (Marigo et al. 2001).
Thus, stable structure of Pop III ZAMS star has the smaller
radius than that of Pop I stars. As a result, the binary in-
teraction for Pop III stars becomes more weak than those
for Pop I stars. Figure 1 shows the Hertzsprung-Russell
(HR) diagram for Pop III stars over the mass range of
10 ! M ! 100 M⊙ from the ZAMS stage to the begin-
ning of the C-burning stage. In Pop III star case, the central
temperature is so high that the He-burning soon begins af-
ter the end of the H-burning. Therefore, the resultant stellar
evolution at the post main sequence stage is different from
the usual Pop I star case (Kippenhahn & Weigert 1990).

The mass loss due to the stellar wind and pulsation
has impacts on the stellar evolution and the mass of the
remnant compact objects. For Pop III star case, such mass-
loss processes do not operate because of no heavy elements
at the stellar surface (e.g. Baraffe, Heger & Woosley 2001;
Inayoshi, Hosokawa & Omukai 2013). Therefore, we neglect
the effect of the mass loss on the stellar evolution.

2.1.2 Fitting formulae of Pop III steller evolution

In order to include the single PopIII star evolution to
the binary population synthesis simulation code given by
Hurley, Tout & Pols (2002), we need to construct the fit-
ting formula to the stellar radius and the core mass as a
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Figure 1. The Hertzsprung-Russell (HR) diagram for the Pop
III stars of mass 10 M⊙ ! M ! 100 M⊙ using the data taken
from Marigo et al. (2001). The number attached to each solid
curve is the mass of each star in unit of M⊙. The dashed line
shows the ZAMS (Zero Age Main Sequence) stars. Red circles,
green triangles and blue squares correspond to the beginning of
He-burning, the end of the He-burning and the beginning of the
C-burning, respectively.

function of time since it consumes too long cpu time to nu-
merically evolve Pop III stars up to the C-burning phase in
each population synthesis. Using the results of stellar evolu-
tion for Pop III stars calculated by Marigo et al. (2001), we
here present fitting formulae of the stellar radius and core
mass as functions of the stellar mass M and the time (t)
from the birth of a star.

We basically fit the stellar radii of Pop III stars in the
same way as Hurley, Pols & Tout (2000) did for Pop I stars.
As shown in Fig. 1, we divide the life of Pop III stars into
the four characteristic phases: (1) H-burning phase (from the
ZAMS to red circle), (2) the He-burning phase (from red cir-
cle to green triangle), (3) the He-shell burning phase (blue
square), and (4) after the C-ignition. In the followings, we
show the fitting formulae in each phase. We use the sub-
scripts H, He, HeS and C to each physical variables such
as the radius and the mass to show the H-burning phase,
the He-burning phase, the He-shell burning phase and the
C-burning phase, respectively. The superscripts b and e de-
note the beginning and the end of each phase, respectively.
Basically, the fitting formulae are expressed as the forms of
polynomials of the mass and age. In other cases, we will
mention how to obtain each formulae.

(1) H-burning phase

In order to characterize the stellar radius of the H-burning
phase, we first need to obtain the stellar radius of the ZAMS
(RZAMS), the stellar radius at the end of the main sequence,
and the H-burning time tH, which can be expressed as

(RZAMS/R⊙) = 1.22095 + 2.70041 × 10−2(M/10 M⊙)

+ 0.135427(M/10 M⊙)2 − 1.95541 × 10−2(M/10 M⊙)3

+ 8.7585 × 10−4(M/10 M⊙)4, (1)
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Figure 2. The comparison of the fitting formula with the numerical data as a function of time. The vertical and horizontal axises are
log(RH/RZAMS) and τH ≡ t/tH with tH being the H-burning time, respectively. The red line is the fitting formula of stellar radius (Eq.
4) and the crosses are computed data given by Marigo et al. (2001). The green, blue, pink and light blue lines, represent the contributions
from the second, third, fourth and fifth term of the fitting formula (Eq. 4), respectively. Each panel refers to the stellar mass (a) 10 M⊙,
(b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively. For the low mass case, the stellar radius can be expressed mainly by the fifth term
of dHτ3H (light blue line), whereas for high mass case they are mainly expressed by the terms of aHτH (green line) and bHτ10H (τH ! 0.5,
blue line). Around the end of the main sequence lifetime (τH ! 0.99), the stellar radii dramatically shrink, because H has been exhausted
in the central core. This prominent feature is called as the main sequence hook (see also Fig. 1) and is well described by the term of
cHτ500H (pink line) in Eq. (4). The inset in each figure is the magnification of the contribution from each term for 0.99 " τH " 1 to show
the effect of this term.

(Re
H/R⊙) = 0.581309 + 2.27745(M/10 M⊙)

+ 6.63321 × 10−3(M/10 M⊙)3, (2)

and

(tH/Myr) = 1.78652 + 10.4323(M/10 M⊙)−1

+ 3.70946(M/10 M⊙)−2 + 2.04264(M/10 M⊙)−3, (3)

respectively.
For simplicity, we introduce the time τH by τH = t/tH

and express the stellar radius RH during H-burning phase
as a function of time as

log(RH/R⊙) = log(RZAMS/R⊙) + aHτH + bHτ
10
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500
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3
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According to their studies, the differences of the chemical
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loss by stellar wind. Since these features play key roles in
a single stellar evolution and binary interactions (see also
Sec. 2.2), we briefly summarize these features of Pop III
stars in what follows.

In primordial gas, the H2-line emission is the main
cooling process, which is less efficient than the dust cool-
ing as in Pop I star formation. Since the gas temperature
is kept hotter, typically massive cloud collapses and forms
protostars at the center. Recent numerical simulations (e.g.,
Hosokawa et al. 2011, 2012; Stacy et al. 2012) suggest that
the Pop III protostar can grow to ∼ several 10 M⊙ until the
radiation feedback halts the gas accretion onto the central
protostar. Therefore, Pop III stars at the ZAMS stage are
typically more massive than Pop I stars of mass ∼ 1 M⊙.

When the protostar reaches the Zero Age Main Se-
quence (ZAMS) stage, the star contracts until the central
temperature rises above 108 K to generate C via triple-alpha
reaction so that CNO-cycle starts (Marigo et al. 2001).
Thus, stable structure of Pop III ZAMS star has the smaller
radius than that of Pop I stars. As a result, the binary in-
teraction for Pop III stars becomes more weak than those
for Pop I stars. Figure 1 shows the Hertzsprung-Russell
(HR) diagram for Pop III stars over the mass range of
10 ! M ! 100 M⊙ from the ZAMS stage to the begin-
ning of the C-burning stage. In Pop III star case, the central
temperature is so high that the He-burning soon begins af-
ter the end of the H-burning. Therefore, the resultant stellar
evolution at the post main sequence stage is different from
the usual Pop I star case (Kippenhahn & Weigert 1990).

The mass loss due to the stellar wind and pulsation
has impacts on the stellar evolution and the mass of the
remnant compact objects. For Pop III star case, such mass-
loss processes do not operate because of no heavy elements
at the stellar surface (e.g. Baraffe, Heger & Woosley 2001;
Inayoshi, Hosokawa & Omukai 2013). Therefore, we neglect
the effect of the mass loss on the stellar evolution.

2.1.2 Fitting formulae of Pop III steller evolution

In order to include the single PopIII star evolution to
the binary population synthesis simulation code given by
Hurley, Tout & Pols (2002), we need to construct the fit-
ting formula to the stellar radius and the core mass as a
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Figure 1. The Hertzsprung-Russell (HR) diagram for the Pop
III stars of mass 10 M⊙ ! M ! 100 M⊙ using the data taken
from Marigo et al. (2001). The number attached to each solid
curve is the mass of each star in unit of M⊙. The dashed line
shows the ZAMS (Zero Age Main Sequence) stars. Red circles,
green triangles and blue squares correspond to the beginning of
He-burning, the end of the He-burning and the beginning of the
C-burning, respectively.

function of time since it consumes too long cpu time to nu-
merically evolve Pop III stars up to the C-burning phase in
each population synthesis. Using the results of stellar evolu-
tion for Pop III stars calculated by Marigo et al. (2001), we
here present fitting formulae of the stellar radius and core
mass as functions of the stellar mass M and the time (t)
from the birth of a star.

We basically fit the stellar radii of Pop III stars in the
same way as Hurley, Pols & Tout (2000) did for Pop I stars.
As shown in Fig. 1, we divide the life of Pop III stars into
the four characteristic phases: (1) H-burning phase (from the
ZAMS to red circle), (2) the He-burning phase (from red cir-
cle to green triangle), (3) the He-shell burning phase (blue
square), and (4) after the C-ignition. In the followings, we
show the fitting formulae in each phase. We use the sub-
scripts H, He, HeS and C to each physical variables such
as the radius and the mass to show the H-burning phase,
the He-burning phase, the He-shell burning phase and the
C-burning phase, respectively. The superscripts b and e de-
note the beginning and the end of each phase, respectively.
Basically, the fitting formulae are expressed as the forms of
polynomials of the mass and age. In other cases, we will
mention how to obtain each formulae.

(1) H-burning phase

In order to characterize the stellar radius of the H-burning
phase, we first need to obtain the stellar radius of the ZAMS
(RZAMS), the stellar radius at the end of the main sequence,
and the H-burning time tH, which can be expressed as

(RZAMS/R⊙) = 1.22095 + 2.70041 × 10−2(M/10 M⊙)

+ 0.135427(M/10 M⊙)2 − 1.95541 × 10−2(M/10 M⊙)3

+ 8.7585 × 10−4(M/10 M⊙)4, (1)
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According to their studies, the differences of the chemical
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Sec. 2.2), we briefly summarize these features of Pop III
stars in what follows.

In primordial gas, the H2-line emission is the main
cooling process, which is less efficient than the dust cool-
ing as in Pop I star formation. Since the gas temperature
is kept hotter, typically massive cloud collapses and forms
protostars at the center. Recent numerical simulations (e.g.,
Hosokawa et al. 2011, 2012; Stacy et al. 2012) suggest that
the Pop III protostar can grow to ∼ several 10 M⊙ until the
radiation feedback halts the gas accretion onto the central
protostar. Therefore, Pop III stars at the ZAMS stage are
typically more massive than Pop I stars of mass ∼ 1 M⊙.

When the protostar reaches the Zero Age Main Se-
quence (ZAMS) stage, the star contracts until the central
temperature rises above 108 K to generate C via triple-alpha
reaction so that CNO-cycle starts (Marigo et al. 2001).
Thus, stable structure of Pop III ZAMS star has the smaller
radius than that of Pop I stars. As a result, the binary in-
teraction for Pop III stars becomes more weak than those
for Pop I stars. Figure 1 shows the Hertzsprung-Russell
(HR) diagram for Pop III stars over the mass range of
10 ! M ! 100 M⊙ from the ZAMS stage to the begin-
ning of the C-burning stage. In Pop III star case, the central
temperature is so high that the He-burning soon begins af-
ter the end of the H-burning. Therefore, the resultant stellar
evolution at the post main sequence stage is different from
the usual Pop I star case (Kippenhahn & Weigert 1990).

The mass loss due to the stellar wind and pulsation
has impacts on the stellar evolution and the mass of the
remnant compact objects. For Pop III star case, such mass-
loss processes do not operate because of no heavy elements
at the stellar surface (e.g. Baraffe, Heger & Woosley 2001;
Inayoshi, Hosokawa & Omukai 2013). Therefore, we neglect
the effect of the mass loss on the stellar evolution.

2.1.2 Fitting formulae of Pop III steller evolution

In order to include the single PopIII star evolution to
the binary population synthesis simulation code given by
Hurley, Tout & Pols (2002), we need to construct the fit-
ting formula to the stellar radius and the core mass as a
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Figure 1. The Hertzsprung-Russell (HR) diagram for the Pop
III stars of mass 10 M⊙ ! M ! 100 M⊙ using the data taken
from Marigo et al. (2001). The number attached to each solid
curve is the mass of each star in unit of M⊙. The dashed line
shows the ZAMS (Zero Age Main Sequence) stars. Red circles,
green triangles and blue squares correspond to the beginning of
He-burning, the end of the He-burning and the beginning of the
C-burning, respectively.

function of time since it consumes too long cpu time to nu-
merically evolve Pop III stars up to the C-burning phase in
each population synthesis. Using the results of stellar evolu-
tion for Pop III stars calculated by Marigo et al. (2001), we
here present fitting formulae of the stellar radius and core
mass as functions of the stellar mass M and the time (t)
from the birth of a star.

We basically fit the stellar radii of Pop III stars in the
same way as Hurley, Pols & Tout (2000) did for Pop I stars.
As shown in Fig. 1, we divide the life of Pop III stars into
the four characteristic phases: (1) H-burning phase (from the
ZAMS to red circle), (2) the He-burning phase (from red cir-
cle to green triangle), (3) the He-shell burning phase (blue
square), and (4) after the C-ignition. In the followings, we
show the fitting formulae in each phase. We use the sub-
scripts H, He, HeS and C to each physical variables such
as the radius and the mass to show the H-burning phase,
the He-burning phase, the He-shell burning phase and the
C-burning phase, respectively. The superscripts b and e de-
note the beginning and the end of each phase, respectively.
Basically, the fitting formulae are expressed as the forms of
polynomials of the mass and age. In other cases, we will
mention how to obtain each formulae.

(1) H-burning phase

In order to characterize the stellar radius of the H-burning
phase, we first need to obtain the stellar radius of the ZAMS
(RZAMS), the stellar radius at the end of the main sequence,
and the H-burning time tH, which can be expressed as

(RZAMS/R⊙) = 1.22095 + 2.70041 × 10−2(M/10 M⊙)

+ 0.135427(M/10 M⊙)2 − 1.95541 × 10−2(M/10 M⊙)3

+ 8.7585 × 10−4(M/10 M⊙)4, (1)
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Figure 2. The comparison of the fitting formula with the numerical data as a function of time. The vertical and horizontal axises are
log(RH/RZAMS) and τH ≡ t/tH with tH being the H-burning time, respectively. The red line is the fitting formula of stellar radius (Eq.
4) and the crosses are computed data given by Marigo et al. (2001). The green, blue, pink and light blue lines, represent the contributions
from the second, third, fourth and fifth term of the fitting formula (Eq. 4), respectively. Each panel refers to the stellar mass (a) 10 M⊙,
(b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively. For the low mass case, the stellar radius can be expressed mainly by the fifth term
of dHτ3H (light blue line), whereas for high mass case they are mainly expressed by the terms of aHτH (green line) and bHτ10H (τH ! 0.5,
blue line). Around the end of the main sequence lifetime (τH ! 0.99), the stellar radii dramatically shrink, because H has been exhausted
in the central core. This prominent feature is called as the main sequence hook (see also Fig. 1) and is well described by the term of
cHτ500H (pink line) in Eq. (4). The inset in each figure is the magnification of the contribution from each term for 0.99 " τH " 1 to show
the effect of this term.
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+ 6.63321 × 10−3(M/10 M⊙)3, (2)

and

(tH/Myr) = 1.78652 + 10.4323(M/10 M⊙)−1

+ 3.70946(M/10 M⊙)−2 + 2.04264(M/10 M⊙)−3, (3)

respectively.
For simplicity, we introduce the time τH by τH = t/tH

and express the stellar radius RH during H-burning phase
as a function of time as
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Figure 2. The comparison of the fitting formula with the numerical data as a function of time. The vertical and horizontal axises are
log(RH/RZAMS) and τH ≡ t/tH with tH being the H-burning time, respectively. The red line is the fitting formula of stellar radius (Eq.
4) and the crosses are computed data given by Marigo et al. (2001). The green, blue, pink and light blue lines, represent the contributions
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(b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively. For the low mass case, the stellar radius can be expressed mainly by the fifth term
of dHτ3H (light blue line), whereas for high mass case they are mainly expressed by the terms of aHτH (green line) and bHτ10H (τH ! 0.5,
blue line). Around the end of the main sequence lifetime (τH ! 0.99), the stellar radii dramatically shrink, because H has been exhausted
in the central core. This prominent feature is called as the main sequence hook (see also Fig. 1) and is well described by the term of
cHτ500H (pink line) in Eq. (4). The inset in each figure is the magnification of the contribution from each term for 0.99 " τH " 1 to show
the effect of this term.
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Figure 2. The comparison of the fitting formula with the numerical data as a function of time. The vertical and horizontal axises are
log(RH/RZAMS) and τH ≡ t/tH with tH being the H-burning time, respectively. The red line is the fitting formula of stellar radius (Eq.
4) and the crosses are computed data given by Marigo et al. (2001). The green, blue, pink and light blue lines, represent the contributions
from the second, third, fourth and fifth term of the fitting formula (Eq. 4), respectively. Each panel refers to the stellar mass (a) 10 M⊙,
(b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively. For the low mass case, the stellar radius can be expressed mainly by the fifth term
of dHτ3H (light blue line), whereas for high mass case they are mainly expressed by the terms of aHτH (green line) and bHτ10H (τH ! 0.5,
blue line). Around the end of the main sequence lifetime (τH ! 0.99), the stellar radii dramatically shrink, because H has been exhausted
in the central core. This prominent feature is called as the main sequence hook (see also Fig. 1) and is well described by the term of
cHτ500H (pink line) in Eq. (4). The inset in each figure is the magnification of the contribution from each term for 0.99 " τH " 1 to show
the effect of this term.
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and

dH = log(Re
H/RZAMS)− aH − bH − cH. (8)

In Fig. 2, we compare the fitting formula with the nu-
merical data as a function of time. The vertical and hor-
izontal axes are log(RH/RZAMS) and τH ≡ t/tH, respec-
tively. The red line and the crosses denote the fitting for-
mula of stellar radius Eq. (4) and the computed data given
by Marigo et al. (2001), respectively. The green, blue, pink
and light blue lines represent the contributions from the sec-
ond, third, fourth and fifth term of the fitting formula (Eq.
(4)), respectively. Each panel refers to the stellar mass (a)
10 M⊙, (b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively.
For low mass cases, stellar radii can be expressed mainly
by the fifth term of dHτ

3
H (light blue line), whereas for high

mass cases they are mainly approximated by the terms of
aHτH (green line) and bHτ

10
H (τH " 0.5, blue line). Just before

the end of the main sequence (τH " 0.99), the stellar radius
dramatically shrinks, because H has been exhausted in the
central core. This prominent feature is called as the main
sequence hook (see also Fig. 1) and is well described by the
term of cHτ 500

H (pink line) in Eq. (4). The inset in each figure
is the magnification of the contribution from each term for
0.99 < τH < 1 to show the effect of this term.

Fig. 3 shows the time averaged root mean square (rms)
errors of our fitting formula as a function of the stellar mass.
The red line is rms during the H-burning phase (Eq. 4),
which shows that our fitting formula has the relative accu-
racy within 2 % of the models of Marigo et al. (2001).

(2) He-burning phase

At the end of the main sequence phase, the He-burning
smoothly begins in the central core for massive Pop III stars
(" 10 M⊙) without the Hertzsprung gap, because the cen-
tral temperature during the H-burning phase is already high
enough to ignite He (" 108 K). Therefore, in this paper, the
beginning of the He-burning phase is assumed to be the same
time as the end of the H-burning phase ,i.e., Rb

He = Re
H.

The stellar radii at the end of the He-burning phase Re
He

and the lifetime of the He-burning phase (tHe) is approxi-
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Figure 3. The time averaged root mean square (rms) errors of
our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
and blue lines correspond to those fitting formulae during the H-
burning phase (Eq. 4), He-burning phase (Eq. 12) and He-shell
burning phase (Eq. 25), respectively. We can see that our fitting
formulae have relative accuracy within 2 %, 6 % and 3.5 % of
numerical calculations by Marigo et al. (2001) for the H-burning,
He-burning and He-shell burning phase, respectively.
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where the normalized time τHe in He-burning phase is de-
fined by

τHe ≡
t− tH
tHe

. (11)

Using τHe, the fitting formula of the stellar radius during the
He-burning phase is given by

log(RHe/R⊙) = log(Re
H/R⊙) + aHeτHe + bHeτ

2
He + cHeτ

3
He + dHeτ

4
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e
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Figure 2. The comparison of the fitting formula with the numerical data as a function of time. The vertical and horizontal axises are
log(RH/RZAMS) and τH ≡ t/tH with tH being the H-burning time, respectively. The red line is the fitting formula of stellar radius (Eq.
4) and the crosses are computed data given by Marigo et al. (2001). The green, blue, pink and light blue lines, represent the contributions
from the second, third, fourth and fifth term of the fitting formula (Eq. 4), respectively. Each panel refers to the stellar mass (a) 10 M⊙,
(b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively. For the low mass case, the stellar radius can be expressed mainly by the fifth term
of dHτ3H (light blue line), whereas for high mass case they are mainly expressed by the terms of aHτH (green line) and bHτ10H (τH ! 0.5,
blue line). Around the end of the main sequence lifetime (τH ! 0.99), the stellar radii dramatically shrink, because H has been exhausted
in the central core. This prominent feature is called as the main sequence hook (see also Fig. 1) and is well described by the term of
cHτ500H (pink line) in Eq. (4). The inset in each figure is the magnification of the contribution from each term for 0.99 " τH " 1 to show
the effect of this term.
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and
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+ 3.70946(M/10 M⊙)−2 + 2.04264(M/10 M⊙)−3, (3)

respectively.
For simplicity, we introduce the time τH by τH = t/tH

and express the stellar radius RH during H-burning phase
as a function of time as
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(30 M⊙ ! M ! 100 M⊙),
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and

dH = log(Re
H/RZAMS)− aH − bH − cH. (8)

In Fig. 2, we compare the fitting formula with the nu-
merical data as a function of time. The vertical and hor-
izontal axes are log(RH/RZAMS) and τH ≡ t/tH, respec-
tively. The red line and the crosses denote the fitting for-
mula of stellar radius Eq. (4) and the computed data given
by Marigo et al. (2001), respectively. The green, blue, pink
and light blue lines represent the contributions from the sec-
ond, third, fourth and fifth term of the fitting formula (Eq.
(4)), respectively. Each panel refers to the stellar mass (a)
10 M⊙, (b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively.
For low mass cases, stellar radii can be expressed mainly
by the fifth term of dHτ

3
H (light blue line), whereas for high

mass cases they are mainly approximated by the terms of
aHτH (green line) and bHτ

10
H (τH " 0.5, blue line). Just before

the end of the main sequence (τH " 0.99), the stellar radius
dramatically shrinks, because H has been exhausted in the
central core. This prominent feature is called as the main
sequence hook (see also Fig. 1) and is well described by the
term of cHτ 500

H (pink line) in Eq. (4). The inset in each figure
is the magnification of the contribution from each term for
0.99 < τH < 1 to show the effect of this term.

Fig. 3 shows the time averaged root mean square (rms)
errors of our fitting formula as a function of the stellar mass.
The red line is rms during the H-burning phase (Eq. 4),
which shows that our fitting formula has the relative accu-
racy within 2 % of the models of Marigo et al. (2001).

(2) He-burning phase

At the end of the main sequence phase, the He-burning
smoothly begins in the central core for massive Pop III stars
(" 10 M⊙) without the Hertzsprung gap, because the cen-
tral temperature during the H-burning phase is already high
enough to ignite He (" 108 K). Therefore, in this paper, the
beginning of the He-burning phase is assumed to be the same
time as the end of the H-burning phase ,i.e., Rb

He = Re
H.

The stellar radii at the end of the He-burning phase Re
He

and the lifetime of the He-burning phase (tHe) is approxi-
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Figure 3. The time averaged root mean square (rms) errors of
our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
and blue lines correspond to those fitting formulae during the H-
burning phase (Eq. 4), He-burning phase (Eq. 12) and He-shell
burning phase (Eq. 25), respectively. We can see that our fitting
formulae have relative accuracy within 2 %, 6 % and 3.5 % of
numerical calculations by Marigo et al. (2001) for the H-burning,
He-burning and He-shell burning phase, respectively.
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where the normalized time τHe in He-burning phase is de-
fined by

τHe ≡
t− tH
tHe

. (11)

Using τHe, the fitting formula of the stellar radius during the
He-burning phase is given by

log(RHe/R⊙) = log(Re
H/R⊙) + aHeτHe + bHeτ

2
He + cHeτ

3
He + dHeτ

4
He

+(log(Re
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e
H)− aHe − bHe − cHe − dHe) τ

5
He, (12)
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and

dH = log(Re
H/RZAMS)− aH − bH − cH. (8)

In Fig. 2, we compare the fitting formula with the nu-
merical data as a function of time. The vertical and hor-
izontal axes are log(RH/RZAMS) and τH ≡ t/tH, respec-
tively. The red line and the crosses denote the fitting for-
mula of stellar radius Eq. (4) and the computed data given
by Marigo et al. (2001), respectively. The green, blue, pink
and light blue lines represent the contributions from the sec-
ond, third, fourth and fifth term of the fitting formula (Eq.
(4)), respectively. Each panel refers to the stellar mass (a)
10 M⊙, (b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively.
For low mass cases, stellar radii can be expressed mainly
by the fifth term of dHτ

3
H (light blue line), whereas for high

mass cases they are mainly approximated by the terms of
aHτH (green line) and bHτ

10
H (τH " 0.5, blue line). Just before

the end of the main sequence (τH " 0.99), the stellar radius
dramatically shrinks, because H has been exhausted in the
central core. This prominent feature is called as the main
sequence hook (see also Fig. 1) and is well described by the
term of cHτ 500

H (pink line) in Eq. (4). The inset in each figure
is the magnification of the contribution from each term for
0.99 < τH < 1 to show the effect of this term.

Fig. 3 shows the time averaged root mean square (rms)
errors of our fitting formula as a function of the stellar mass.
The red line is rms during the H-burning phase (Eq. 4),
which shows that our fitting formula has the relative accu-
racy within 2 % of the models of Marigo et al. (2001).

(2) He-burning phase

At the end of the main sequence phase, the He-burning
smoothly begins in the central core for massive Pop III stars
(" 10 M⊙) without the Hertzsprung gap, because the cen-
tral temperature during the H-burning phase is already high
enough to ignite He (" 108 K). Therefore, in this paper, the
beginning of the He-burning phase is assumed to be the same
time as the end of the H-burning phase ,i.e., Rb

He = Re
H.

The stellar radii at the end of the He-burning phase Re
He

and the lifetime of the He-burning phase (tHe) is approxi-
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Figure 3. The time averaged root mean square (rms) errors of
our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
and blue lines correspond to those fitting formulae during the H-
burning phase (Eq. 4), He-burning phase (Eq. 12) and He-shell
burning phase (Eq. 25), respectively. We can see that our fitting
formulae have relative accuracy within 2 %, 6 % and 3.5 % of
numerical calculations by Marigo et al. (2001) for the H-burning,
He-burning and He-shell burning phase, respectively.
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Using τHe, the fitting formula of the stellar radius during the
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merical data as a function of time. The vertical and hor-
izontal axes are log(RH/RZAMS) and τH ≡ t/tH, respec-
tively. The red line and the crosses denote the fitting for-
mula of stellar radius Eq. (4) and the computed data given
by Marigo et al. (2001), respectively. The green, blue, pink
and light blue lines represent the contributions from the sec-
ond, third, fourth and fifth term of the fitting formula (Eq.
(4)), respectively. Each panel refers to the stellar mass (a)
10 M⊙, (b) 30 M⊙, (c) 50 M⊙ and (d) 100 M⊙, respectively.
For low mass cases, stellar radii can be expressed mainly
by the fifth term of dHτ
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H (light blue line), whereas for high

mass cases they are mainly approximated by the terms of
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10
H (τH " 0.5, blue line). Just before

the end of the main sequence (τH " 0.99), the stellar radius
dramatically shrinks, because H has been exhausted in the
central core. This prominent feature is called as the main
sequence hook (see also Fig. 1) and is well described by the
term of cHτ 500

H (pink line) in Eq. (4). The inset in each figure
is the magnification of the contribution from each term for
0.99 < τH < 1 to show the effect of this term.

Fig. 3 shows the time averaged root mean square (rms)
errors of our fitting formula as a function of the stellar mass.
The red line is rms during the H-burning phase (Eq. 4),
which shows that our fitting formula has the relative accu-
racy within 2 % of the models of Marigo et al. (2001).

(2) He-burning phase

At the end of the main sequence phase, the He-burning
smoothly begins in the central core for massive Pop III stars
(" 10 M⊙) without the Hertzsprung gap, because the cen-
tral temperature during the H-burning phase is already high
enough to ignite He (" 108 K). Therefore, in this paper, the
beginning of the He-burning phase is assumed to be the same
time as the end of the H-burning phase ,i.e., Rb

He = Re
H.

The stellar radii at the end of the He-burning phase Re
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Figure 3. The time averaged root mean square (rms) errors of
our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
and blue lines correspond to those fitting formulae during the H-
burning phase (Eq. 4), He-burning phase (Eq. 12) and He-shell
burning phase (Eq. 25), respectively. We can see that our fitting
formulae have relative accuracy within 2 %, 6 % and 3.5 % of
numerical calculations by Marigo et al. (2001) for the H-burning,
He-burning and He-shell burning phase, respectively.
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our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
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our fitting formulae relative to the numerical results given in
Marigo et al. (2001), as a function of stellar mass. The red, green
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formulae have relative accuracy within 2 %, 6 % and 3.5 % of
numerical calculations by Marigo et al. (2001) for the H-burning,
He-burning and He-shell burning phase, respectively.
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The green line in Fig. 3 shows the rms error of our fitting
formula in the He-burning phase. We find that our fitting
formula for each mass has accuracies within 6% of the stellar
models of Marigo et al. (2001) during this phase.

In the He-burning phase, a star evolves into a giant star,
which has the core-envelope structure. The structure can be
characterized by the He-core mass at the beginning and the
end of the He-burning. These core masses are approximated
by
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+5.62695 × 10−2(M/10 M⊙)3

(30 M⊙ ! M ! 100 M⊙).
(21)

(3) He-shell burning phase

After the He-burning ends in the core, the He-shell burning
starts until the onset of the C-burning. The He-shell burning
phase is characterized by the stellar radius at the end of the
He-burning Re

He, the stellar radius at the beginning of the
C-burning Rb

C, and the ignition time of the C-burning tbC.
Rb

C and tbC are approximated by

log(Rb
C/R⊙) =
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(10 M⊙ ! M < 15 M⊙),
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+0.106221(M/10 M⊙)2

(15 M⊙ ! M ! 50 M⊙)

0.51943 + 0.621622(M/10 M⊙)

−3.48026 × 10−2(M/10 M⊙)2

(50 M⊙ ! M ! 100 M⊙),
(22)

and

(tbC/Myr) = 2.09464 +
106.25

10(M/10 M⊙)− 3.90499
, (23)

respectively. Then, using the normalized time which is de-
fined by

τHeS ≡ t− tH − tHe

tbC − tH − tHe
, (24)
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The green line in Fig. 3 shows the rms error of our fitting
formula in the He-burning phase. We find that our fitting
formula for each mass has accuracies within 6% of the stellar
models of Marigo et al. (2001) during this phase.

In the He-burning phase, a star evolves into a giant star,
which has the core-envelope structure. The structure can be
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(3) He-shell burning phase

After the He-burning ends in the core, the He-shell burning
starts until the onset of the C-burning. The He-shell burning
phase is characterized by the stellar radius at the end of the
He-burning Re

He, the stellar radius at the beginning of the
C-burning Rb

C, and the ignition time of the C-burning tbC.
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(50 M⊙ ! M ! 100 M⊙),
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and

(tbC/Myr) = 2.09464 +
106.25

10(M/10 M⊙)− 3.90499
, (23)

respectively. Then, using the normalized time which is de-
fined by

τHeS ≡ t− tH − tHe

tbC − tH − tHe
, (24)

c⃝ 0000 RAS, MNRAS 000, 000–000

6 T. Kinugawa et al.

where

aHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−0.891114 + 0.992291(M/10 M⊙)

−0.500532(M/10 M⊙)2 + 7.46275 × 10−2(M/10 M⊙)3

(10 M⊙ ! M < 20 M⊙),

3.08883 − 3.85847(M/10 M⊙) + 1.40618(M/10 M⊙)2

−0.178175(M/10 M⊙)3 + 7.32187 × 10−3(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
(13)

bHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−0.433454 + 0.768418(M/10 M⊙)

(10 M⊙ ! M < 15 M⊙),

−2.10737 + 1.88553(M/10 M⊙)

(15 M⊙ ! M < 20 M⊙),

−28.3697 + 33.7648(M/10 M⊙)− 12.2469(M/10 M⊙)2

+1.56514(M/10 M⊙)3 − 6.4361 × 10−2(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
(14)

cHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

45.8092 − 114.873(M/10 M⊙) + 110.156(M/10 M⊙)2

−46.1519(M/10 M⊙)3 + 6.88478(M/10 M⊙)4

(10 M⊙ ! M < 20 M⊙),

85.996 − 100.37(M/10 M⊙) + 36.7017(M/10 M⊙)2

−4.68789(M/10 M⊙)3 + 0.191704(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
(15)

and

dHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−51.6917 + 125.87(M/10 M⊙)− 121.373(M/10 M⊙)2

+51.3681(M/10 M⊙)3 − 7.74452(M/10 M⊙)4

(10 M⊙ ! M < 20 M⊙),

−103.871 + 120.228(M/10 M⊙)− 44.0198(M/10 M⊙)2

+5.58876(M/10 M⊙)3 − 0.226361(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙).
(16)

The green line in Fig. 3 shows the rms error of our fitting
formula in the He-burning phase. We find that our fitting
formula for each mass has accuracies within 6% of the stellar
models of Marigo et al. (2001) during this phase.

In the He-burning phase, a star evolves into a giant star,
which has the core-envelope structure. The structure can be
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After the He-burning ends in the core, the He-shell burning
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phase is characterized by the stellar radius at the end of the
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He, the stellar radius at the beginning of the
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The green line in Fig. 3 shows the rms error of our fitting
formula in the He-burning phase. We find that our fitting
formula for each mass has accuracies within 6% of the stellar
models of Marigo et al. (2001) during this phase.

In the He-burning phase, a star evolves into a giant star,
which has the core-envelope structure. The structure can be
characterized by the He-core mass at the beginning and the
end of the He-burning. These core masses are approximated
by

(Mb
He/M⊙) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

−0.47466 + 2.49981(M/10 M⊙)1.13274

(10 M⊙ ! M < 15 M⊙),

−2.3546 + 3.61261(M/10 M⊙)1.12392

(15 M⊙ ! M ! 100 M⊙),
(17)

and

(Me
He/M⊙) = 1.31569(M/10 M⊙) + 0.993475(M/10 M⊙)2

− 0.112405(M/10 M⊙)3 + 4.60669 × 10−3(M/10 M⊙)4.
(18)

Then, the He-core mass as a function of the total stellar

mass and time can be given by

(MHe/M⊙) =(Mb
He/M⊙) + AHeτHe +BHeτ

2
He

+ ((Me
He/M⊙)− (Mb

He/M⊙)− AHe −BHe)τ
3
He,

(19)

where

AHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−301.285 + 1210.26(M/10 M⊙)− 1808.76(M/10 M⊙)2

+1191.99(M/10 M⊙)3 − 292.114(M/10 M⊙)4

(10 M⊙ ! M < 12 M⊙),

−1.27007 + 2.97787(M/10 M⊙)− 1.66077(M/10 M⊙)2

+0.307506(M/10 M⊙)3

(12 M⊙ ! M < 30 M⊙),

5.55735 × 10−2 − 4.91742 × 10−2(M/10 M⊙)

+9.62294 × 10−2(M/10 M⊙)2

−9.4471 × 10−3(M/10 M⊙)3

(30 M⊙ ! M ! 100 M⊙),
(20)

and

BHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

20.771 − 47.8361(M/10 M⊙) + 38.9548(M/10 M⊙)2

−13.6227(M/10 M⊙)3 + 1.70524(M/10 M⊙)4

(10 M⊙ ! M < 30 M⊙),

−9.30219 + 4.79562(M/10 M⊙)

−0.937401(M/10 M⊙)2

+5.62695 × 10−2(M/10 M⊙)3

(30 M⊙ ! M ! 100 M⊙).
(21)

(3) He-shell burning phase

After the He-burning ends in the core, the He-shell burning
starts until the onset of the C-burning. The He-shell burning
phase is characterized by the stellar radius at the end of the
He-burning Re

He, the stellar radius at the beginning of the
C-burning Rb

C, and the ignition time of the C-burning tbC.
Rb

C and tbC are approximated by

log(Rb
C/R⊙) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

5.4491 − 5.78767(M/10 M⊙)

+1.99667(M/10 M⊙)2

(10 M⊙ ! M < 15 M⊙),

1.39753 − 0.254317(M/10 M⊙)

+0.106221(M/10 M⊙)2

(15 M⊙ ! M ! 50 M⊙)

0.51943 + 0.621622(M/10 M⊙)

−3.48026 × 10−2(M/10 M⊙)2

(50 M⊙ ! M ! 100 M⊙),
(22)

and

(tbC/Myr) = 2.09464 +
106.25

10(M/10 M⊙)− 3.90499
, (23)

respectively. Then, using the normalized time which is de-
fined by

τHeS ≡ t− tH − tHe

tbC − tH − tHe
, (24)
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where

aHe =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−0.891114 + 0.992291(M/10 M⊙)

−0.500532(M/10 M⊙)2 + 7.46275 × 10−2(M/10 M⊙)3

(10 M⊙ ! M < 20 M⊙),

3.08883 − 3.85847(M/10 M⊙) + 1.40618(M/10 M⊙)2

−0.178175(M/10 M⊙)3 + 7.32187 × 10−3(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
(13)

bHe =

⎧

⎪

⎪

⎪
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⎪

⎪

⎪
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⎪
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⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−0.433454 + 0.768418(M/10 M⊙)

(10 M⊙ ! M < 15 M⊙),

−2.10737 + 1.88553(M/10 M⊙)

(15 M⊙ ! M < 20 M⊙),

−28.3697 + 33.7648(M/10 M⊙)− 12.2469(M/10 M⊙)2

+1.56514(M/10 M⊙)3 − 6.4361 × 10−2(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
(14)

cHe =

⎧
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⎪

⎪

⎪

⎪

⎪

⎪
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⎨
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−4.68789(M/10 M⊙)3 + 0.191704(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙),
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and

dHe =
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⎨
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⎪
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−51.6917 + 125.87(M/10 M⊙)− 121.373(M/10 M⊙)2

+51.3681(M/10 M⊙)3 − 7.74452(M/10 M⊙)4

(10 M⊙ ! M < 20 M⊙),

−103.871 + 120.228(M/10 M⊙)− 44.0198(M/10 M⊙)2

+5.58876(M/10 M⊙)3 − 0.226361(M/10 M⊙)4

(20 M⊙ ! M ! 100 M⊙).
(16)

The green line in Fig. 3 shows the rms error of our fitting
formula in the He-burning phase. We find that our fitting
formula for each mass has accuracies within 6% of the stellar
models of Marigo et al. (2001) during this phase.

In the He-burning phase, a star evolves into a giant star,
which has the core-envelope structure. The structure can be
characterized by the He-core mass at the beginning and the
end of the He-burning. These core masses are approximated
by

(Mb
He/M⊙) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

−0.47466 + 2.49981(M/10 M⊙)1.13274

(10 M⊙ ! M < 15 M⊙),

−2.3546 + 3.61261(M/10 M⊙)1.12392

(15 M⊙ ! M ! 100 M⊙),
(17)

and

(Me
He/M⊙) = 1.31569(M/10 M⊙) + 0.993475(M/10 M⊙)2

− 0.112405(M/10 M⊙)3 + 4.60669 × 10−3(M/10 M⊙)4.
(18)

Then, the He-core mass as a function of the total stellar

mass and time can be given by

(MHe/M⊙) =(Mb
He/M⊙) + AHeτHe +BHeτ

2
He

+ ((Me
He/M⊙)− (Mb

He/M⊙)− AHe −BHe)τ
3
He,

(19)

where

AHe =
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⎪
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⎪

⎪

⎪

⎪
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−301.285 + 1210.26(M/10 M⊙)− 1808.76(M/10 M⊙)2

+1191.99(M/10 M⊙)3 − 292.114(M/10 M⊙)4

(10 M⊙ ! M < 12 M⊙),

−1.27007 + 2.97787(M/10 M⊙)− 1.66077(M/10 M⊙)2

+0.307506(M/10 M⊙)3

(12 M⊙ ! M < 30 M⊙),

5.55735 × 10−2 − 4.91742 × 10−2(M/10 M⊙)

+9.62294 × 10−2(M/10 M⊙)2

−9.4471 × 10−3(M/10 M⊙)3

(30 M⊙ ! M ! 100 M⊙),
(20)

and

BHe =

⎧

⎪

⎪

⎪

⎪

⎪
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⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

20.771 − 47.8361(M/10 M⊙) + 38.9548(M/10 M⊙)2

−13.6227(M/10 M⊙)3 + 1.70524(M/10 M⊙)4

(10 M⊙ ! M < 30 M⊙),

−9.30219 + 4.79562(M/10 M⊙)

−0.937401(M/10 M⊙)2

+5.62695 × 10−2(M/10 M⊙)3

(30 M⊙ ! M ! 100 M⊙).
(21)

(3) He-shell burning phase

After the He-burning ends in the core, the He-shell burning
starts until the onset of the C-burning. The He-shell burning
phase is characterized by the stellar radius at the end of the
He-burning Re

He, the stellar radius at the beginning of the
C-burning Rb

C, and the ignition time of the C-burning tbC.
Rb

C and tbC are approximated by

log(Rb
C/R⊙) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

5.4491 − 5.78767(M/10 M⊙)

+1.99667(M/10 M⊙)2

(10 M⊙ ! M < 15 M⊙),

1.39753 − 0.254317(M/10 M⊙)

+0.106221(M/10 M⊙)2

(15 M⊙ ! M ! 50 M⊙)

0.51943 + 0.621622(M/10 M⊙)

−3.48026 × 10−2(M/10 M⊙)2

(50 M⊙ ! M ! 100 M⊙),
(22)

and

(tbC/Myr) = 2.09464 +
106.25

10(M/10 M⊙)− 3.90499
, (23)

respectively. Then, using the normalized time which is de-
fined by

τHeS ≡ t− tH − tHe

tbC − tH − tHe
, (24)
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the fitting formula of the stellar radius at the He-shell burn-
ing phase is obtained as

log(RHeS/R⊙) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

log(Re
He/R⊙) + aHeSτHeS + bHeSτ

2
HeS

+cHeSτ
3
HeS + (log(Rb

C/R
e
He)

−aHeS − bHeS − cHeS)τ 15
HeS

(10 M⊙ ! M ! 50 M⊙),

log(Re
He/R⊙) + log(Rb

C/R
e
He)τHeS

(50 M⊙ < M ! 100 M⊙),
(25)

where

aHeS =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

0.198773 − 8.62031 × 10−2(M/10 M⊙)

−6.9987 × 10−2(M/10 M⊙)2

(10 M⊙ ! M < 15 M⊙),

−2.17094 + 2.46127(M/10 M⊙)

−0.866681(M/10 M⊙)2

+9.41554 × 10−2(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),

(26)

bHeS =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0.45 (10 M⊙ ! M < 15 M⊙),

5.85223 − 5.9911(M/10 M⊙) + 2.05449(M/10 M⊙)2

−0.217241(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(27)

and

cHeS =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0.15 (10 M⊙ ! M < 15 M⊙),

−2.34416 + 2.5736(M/10 M⊙)− 0.920019(M/10 M⊙)2

+0.100612(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(28)

The rms error in this phase is shown with the blue line in
Fig. 3. We find that our fitting formula has an accuracy
within 3.5 % of the stellar models of Marigo et al. (2001).

During the He-shell burning phase, we suppose that the
CO-core mass, which is formed in the He-burning phase,
remains constant. This is because the duration of the He-
shell burning is so short that the CO-core mass does not
change so much by the end of the He-shell burning.

For later use, we fit the stellar luminosity at the begin-
ning of He-shell burning as

log

(

L
L⊙

)

=6.74298 − 4.72995/(M/10 M⊙)

+ 3.59526/(M/10 M⊙)2 − 1.27068/(M/10 M⊙)3.
(29)

For simplicity, we assume that the luminosity does not de-
pend on time after the He-shell burning phase, because the
luminosity is almost constant at this phase (see Figure 1).

(4) Compact remnants

After the C-ignition, the nuclear fusion further proceeds in
the core and finally the Fe-Ni core is formed. The final fate

of a star depends on the Fe-Ni core mass. However, at the C-
ignition, we stop to trace the stellar evolution and regard the
star to be a compact object, since the evolution time of the
final stage is so short that the whole stellar structure hardly
changes (Kippenhahn & Weigert 1990). From the numerical
results of Pop III single stellar evolution, the CO-core mass
is described as a function of the stellar mass as

(MCO/M⊙) = 0.618397 − 0.57395(M/10 M⊙)

+ 1.73053(M/10 M⊙)2 − 0.312008(M/10 M⊙)3

+ 2.99858 × 10−2(M/10 M⊙)4

− 1.12942 × 10−3(M/10 M⊙)5. (30)

From the CO core mass, we can estimate the Fe-
Ni core mass using the fitting formula given by
Belczynski, Kalogera & Bulik (2002) as,

MFeNi =

{

0.161767MCO + 1.067055 M⊙ (MCO ! 2.5 M⊙),

0.314154MCO + 0.686088 M⊙ (2.5 M⊙ ! MCO).
(31)

As for the criterion of whether a supernova explosion
occurs or not after the stellar death, we here adopt the
model adopted in Belczynski, Kalogera & Bulik (2002). The
assumptions of the model is as follows: (1) supernovae can
occur for stars with MCO ! 5 M⊙, (2) some fractions of
envelope fall back onto the compact remnant after a super-
nova explosion for stars with the intermediate mass range
of 5 M⊙ < MCO ! 7.6 M⊙, (3) a star directly collapses so
that a supernova explosion does not occur for a star with
mass of MCO > 7.6 M⊙. The remnant mass of the compact
object in their model is given by

Mrem =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

MFeNi (MCO ! 5 M⊙),

MFeNi +
MCO−5M⊙

2.6M⊙
(M −MFeNi),

(5 M⊙ < MCO < 7.6 M⊙),

M (7.6 M⊙ ! MCO).

(32)

From the value of a remnant mass, we determine the
type of a compact object, i.e., a neutron star or a black
hole. We assume that the maximum mass of the neutron
star is 3 M⊙, which is higher than the mass of the observed
massive pulsars ∼ 2M⊙. Thus a remnant is regarded as a
black hole if its mass is higher than 3 M⊙. Although the
stellar evolution after the CO burning has been well stud-
ied (Woosley 1986; Timmes, Woosley & Weaver 1996; Fryer
1999; Fryer et al. 2012), there are uncertainties for the for-
mation of a compact object. In particular, the mechanism
of supernova explosions has not been theoretically estab-
lished. Thus, our results might change depending on the
models for supernova explosions. In this paper, we employ
the same condition of the formation of a compact object
as the previous studies (Belczynski, Kalogera & Bulik 2002;
Belczynski, Bulik & Rudak 2004).

2.2 Binary evolution

For the calculation of binary stellar evolution, we need to
consider binary interactions such as tidal evolution, mass
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the fitting formula of the stellar radius at the He-shell burn-
ing phase is obtained as

log(RHeS/R⊙) =
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He)
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log(Re
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C/R
e
He)τHeS

(50 M⊙ < M ! 100 M⊙),
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(15 M⊙ ! M ! 50 M⊙),
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and
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−2.34416 + 2.5736(M/10 M⊙)− 0.920019(M/10 M⊙)2

+0.100612(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(28)

The rms error in this phase is shown with the blue line in
Fig. 3. We find that our fitting formula has an accuracy
within 3.5 % of the stellar models of Marigo et al. (2001).

During the He-shell burning phase, we suppose that the
CO-core mass, which is formed in the He-burning phase,
remains constant. This is because the duration of the He-
shell burning is so short that the CO-core mass does not
change so much by the end of the He-shell burning.

For later use, we fit the stellar luminosity at the begin-
ning of He-shell burning as

log

(

L
L⊙

)

=6.74298 − 4.72995/(M/10 M⊙)

+ 3.59526/(M/10 M⊙)2 − 1.27068/(M/10 M⊙)3.
(29)

For simplicity, we assume that the luminosity does not de-
pend on time after the He-shell burning phase, because the
luminosity is almost constant at this phase (see Figure 1).

(4) Compact remnants

After the C-ignition, the nuclear fusion further proceeds in
the core and finally the Fe-Ni core is formed. The final fate

of a star depends on the Fe-Ni core mass. However, at the C-
ignition, we stop to trace the stellar evolution and regard the
star to be a compact object, since the evolution time of the
final stage is so short that the whole stellar structure hardly
changes (Kippenhahn & Weigert 1990). From the numerical
results of Pop III single stellar evolution, the CO-core mass
is described as a function of the stellar mass as

(MCO/M⊙) = 0.618397 − 0.57395(M/10 M⊙)

+ 1.73053(M/10 M⊙)2 − 0.312008(M/10 M⊙)3

+ 2.99858 × 10−2(M/10 M⊙)4

− 1.12942 × 10−3(M/10 M⊙)5. (30)

From the CO core mass, we can estimate the Fe-
Ni core mass using the fitting formula given by
Belczynski, Kalogera & Bulik (2002) as,

MFeNi =

{

0.161767MCO + 1.067055 M⊙ (MCO ! 2.5 M⊙),

0.314154MCO + 0.686088 M⊙ (2.5 M⊙ ! MCO).
(31)

As for the criterion of whether a supernova explosion
occurs or not after the stellar death, we here adopt the
model adopted in Belczynski, Kalogera & Bulik (2002). The
assumptions of the model is as follows: (1) supernovae can
occur for stars with MCO ! 5 M⊙, (2) some fractions of
envelope fall back onto the compact remnant after a super-
nova explosion for stars with the intermediate mass range
of 5 M⊙ < MCO ! 7.6 M⊙, (3) a star directly collapses so
that a supernova explosion does not occur for a star with
mass of MCO > 7.6 M⊙. The remnant mass of the compact
object in their model is given by

Mrem =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

MFeNi (MCO ! 5 M⊙),

MFeNi +
MCO−5M⊙

2.6M⊙
(M −MFeNi),

(5 M⊙ < MCO < 7.6 M⊙),

M (7.6 M⊙ ! MCO).

(32)

From the value of a remnant mass, we determine the
type of a compact object, i.e., a neutron star or a black
hole. We assume that the maximum mass of the neutron
star is 3 M⊙, which is higher than the mass of the observed
massive pulsars ∼ 2M⊙. Thus a remnant is regarded as a
black hole if its mass is higher than 3 M⊙. Although the
stellar evolution after the CO burning has been well stud-
ied (Woosley 1986; Timmes, Woosley & Weaver 1996; Fryer
1999; Fryer et al. 2012), there are uncertainties for the for-
mation of a compact object. In particular, the mechanism
of supernova explosions has not been theoretically estab-
lished. Thus, our results might change depending on the
models for supernova explosions. In this paper, we employ
the same condition of the formation of a compact object
as the previous studies (Belczynski, Kalogera & Bulik 2002;
Belczynski, Bulik & Rudak 2004).

2.2 Binary evolution

For the calculation of binary stellar evolution, we need to
consider binary interactions such as tidal evolution, mass
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the fitting formula of the stellar radius at the He-shell burn-
ing phase is obtained as
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where
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(15 M⊙ ! M ! 50 M⊙),

(26)
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(15 M⊙ ! M ! 50 M⊙),
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and

cHeS =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0.15 (10 M⊙ ! M < 15 M⊙),

−2.34416 + 2.5736(M/10 M⊙)− 0.920019(M/10 M⊙)2

+0.100612(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(28)

The rms error in this phase is shown with the blue line in
Fig. 3. We find that our fitting formula has an accuracy
within 3.5 % of the stellar models of Marigo et al. (2001).

During the He-shell burning phase, we suppose that the
CO-core mass, which is formed in the He-burning phase,
remains constant. This is because the duration of the He-
shell burning is so short that the CO-core mass does not
change so much by the end of the He-shell burning.

For later use, we fit the stellar luminosity at the begin-
ning of He-shell burning as

log

(

L
L⊙

)

=6.74298 − 4.72995/(M/10 M⊙)

+ 3.59526/(M/10 M⊙)2 − 1.27068/(M/10 M⊙)3.
(29)

For simplicity, we assume that the luminosity does not de-
pend on time after the He-shell burning phase, because the
luminosity is almost constant at this phase (see Figure 1).

(4) Compact remnants

After the C-ignition, the nuclear fusion further proceeds in
the core and finally the Fe-Ni core is formed. The final fate

of a star depends on the Fe-Ni core mass. However, at the C-
ignition, we stop to trace the stellar evolution and regard the
star to be a compact object, since the evolution time of the
final stage is so short that the whole stellar structure hardly
changes (Kippenhahn & Weigert 1990). From the numerical
results of Pop III single stellar evolution, the CO-core mass
is described as a function of the stellar mass as

(MCO/M⊙) = 0.618397 − 0.57395(M/10 M⊙)

+ 1.73053(M/10 M⊙)2 − 0.312008(M/10 M⊙)3

+ 2.99858 × 10−2(M/10 M⊙)4

− 1.12942 × 10−3(M/10 M⊙)5. (30)

From the CO core mass, we can estimate the Fe-
Ni core mass using the fitting formula given by
Belczynski, Kalogera & Bulik (2002) as,

MFeNi =

{

0.161767MCO + 1.067055 M⊙ (MCO ! 2.5 M⊙),

0.314154MCO + 0.686088 M⊙ (2.5 M⊙ ! MCO).
(31)

As for the criterion of whether a supernova explosion
occurs or not after the stellar death, we here adopt the
model adopted in Belczynski, Kalogera & Bulik (2002). The
assumptions of the model is as follows: (1) supernovae can
occur for stars with MCO ! 5 M⊙, (2) some fractions of
envelope fall back onto the compact remnant after a super-
nova explosion for stars with the intermediate mass range
of 5 M⊙ < MCO ! 7.6 M⊙, (3) a star directly collapses so
that a supernova explosion does not occur for a star with
mass of MCO > 7.6 M⊙. The remnant mass of the compact
object in their model is given by

Mrem =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

MFeNi (MCO ! 5 M⊙),

MFeNi +
MCO−5M⊙

2.6M⊙
(M −MFeNi),

(5 M⊙ < MCO < 7.6 M⊙),

M (7.6 M⊙ ! MCO).

(32)

From the value of a remnant mass, we determine the
type of a compact object, i.e., a neutron star or a black
hole. We assume that the maximum mass of the neutron
star is 3 M⊙, which is higher than the mass of the observed
massive pulsars ∼ 2M⊙. Thus a remnant is regarded as a
black hole if its mass is higher than 3 M⊙. Although the
stellar evolution after the CO burning has been well stud-
ied (Woosley 1986; Timmes, Woosley & Weaver 1996; Fryer
1999; Fryer et al. 2012), there are uncertainties for the for-
mation of a compact object. In particular, the mechanism
of supernova explosions has not been theoretically estab-
lished. Thus, our results might change depending on the
models for supernova explosions. In this paper, we employ
the same condition of the formation of a compact object
as the previous studies (Belczynski, Kalogera & Bulik 2002;
Belczynski, Bulik & Rudak 2004).

2.2 Binary evolution

For the calculation of binary stellar evolution, we need to
consider binary interactions such as tidal evolution, mass

c⃝ 0000 RAS, MNRAS 000, 000–000

Possible Indirect Confirmation of the Existence of Pop III Massive Stars by Gravitational Wave 7

the fitting formula of the stellar radius at the He-shell burn-
ing phase is obtained as

log(RHeS/R⊙) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

log(Re
He/R⊙) + aHeSτHeS + bHeSτ

2
HeS

+cHeSτ
3
HeS + (log(Rb

C/R
e
He)

−aHeS − bHeS − cHeS)τ 15
HeS

(10 M⊙ ! M ! 50 M⊙),

log(Re
He/R⊙) + log(Rb

C/R
e
He)τHeS

(50 M⊙ < M ! 100 M⊙),
(25)

where
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bHeS =
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0.45 (10 M⊙ ! M < 15 M⊙),

5.85223 − 5.9911(M/10 M⊙) + 2.05449(M/10 M⊙)2

−0.217241(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(27)

and

cHeS =
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0.15 (10 M⊙ ! M < 15 M⊙),

−2.34416 + 2.5736(M/10 M⊙)− 0.920019(M/10 M⊙)2

+0.100612(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(28)

The rms error in this phase is shown with the blue line in
Fig. 3. We find that our fitting formula has an accuracy
within 3.5 % of the stellar models of Marigo et al. (2001).

During the He-shell burning phase, we suppose that the
CO-core mass, which is formed in the He-burning phase,
remains constant. This is because the duration of the He-
shell burning is so short that the CO-core mass does not
change so much by the end of the He-shell burning.

For later use, we fit the stellar luminosity at the begin-
ning of He-shell burning as

log

(

L
L⊙

)

=6.74298 − 4.72995/(M/10 M⊙)

+ 3.59526/(M/10 M⊙)2 − 1.27068/(M/10 M⊙)3.
(29)

For simplicity, we assume that the luminosity does not de-
pend on time after the He-shell burning phase, because the
luminosity is almost constant at this phase (see Figure 1).

(4) Compact remnants

After the C-ignition, the nuclear fusion further proceeds in
the core and finally the Fe-Ni core is formed. The final fate

of a star depends on the Fe-Ni core mass. However, at the C-
ignition, we stop to trace the stellar evolution and regard the
star to be a compact object, since the evolution time of the
final stage is so short that the whole stellar structure hardly
changes (Kippenhahn & Weigert 1990). From the numerical
results of Pop III single stellar evolution, the CO-core mass
is described as a function of the stellar mass as

(MCO/M⊙) = 0.618397 − 0.57395(M/10 M⊙)

+ 1.73053(M/10 M⊙)2 − 0.312008(M/10 M⊙)3

+ 2.99858 × 10−2(M/10 M⊙)4

− 1.12942 × 10−3(M/10 M⊙)5. (30)

From the CO core mass, we can estimate the Fe-
Ni core mass using the fitting formula given by
Belczynski, Kalogera & Bulik (2002) as,

MFeNi =

{

0.161767MCO + 1.067055 M⊙ (MCO ! 2.5 M⊙),

0.314154MCO + 0.686088 M⊙ (2.5 M⊙ ! MCO).
(31)

As for the criterion of whether a supernova explosion
occurs or not after the stellar death, we here adopt the
model adopted in Belczynski, Kalogera & Bulik (2002). The
assumptions of the model is as follows: (1) supernovae can
occur for stars with MCO ! 5 M⊙, (2) some fractions of
envelope fall back onto the compact remnant after a super-
nova explosion for stars with the intermediate mass range
of 5 M⊙ < MCO ! 7.6 M⊙, (3) a star directly collapses so
that a supernova explosion does not occur for a star with
mass of MCO > 7.6 M⊙. The remnant mass of the compact
object in their model is given by

Mrem =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

MFeNi (MCO ! 5 M⊙),

MFeNi +
MCO−5M⊙

2.6M⊙
(M −MFeNi),

(5 M⊙ < MCO < 7.6 M⊙),

M (7.6 M⊙ ! MCO).

(32)

From the value of a remnant mass, we determine the
type of a compact object, i.e., a neutron star or a black
hole. We assume that the maximum mass of the neutron
star is 3 M⊙, which is higher than the mass of the observed
massive pulsars ∼ 2M⊙. Thus a remnant is regarded as a
black hole if its mass is higher than 3 M⊙. Although the
stellar evolution after the CO burning has been well stud-
ied (Woosley 1986; Timmes, Woosley & Weaver 1996; Fryer
1999; Fryer et al. 2012), there are uncertainties for the for-
mation of a compact object. In particular, the mechanism
of supernova explosions has not been theoretically estab-
lished. Thus, our results might change depending on the
models for supernova explosions. In this paper, we employ
the same condition of the formation of a compact object
as the previous studies (Belczynski, Kalogera & Bulik 2002;
Belczynski, Bulik & Rudak 2004).

2.2 Binary evolution

For the calculation of binary stellar evolution, we need to
consider binary interactions such as tidal evolution, mass
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the fitting formula of the stellar radius at the He-shell burn-
ing phase is obtained as
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and
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+0.100612(M/10 M⊙)3

(15 M⊙ ! M ! 50 M⊙),
(28)

The rms error in this phase is shown with the blue line in
Fig. 3. We find that our fitting formula has an accuracy
within 3.5 % of the stellar models of Marigo et al. (2001).

During the He-shell burning phase, we suppose that the
CO-core mass, which is formed in the He-burning phase,
remains constant. This is because the duration of the He-
shell burning is so short that the CO-core mass does not
change so much by the end of the He-shell burning.

For later use, we fit the stellar luminosity at the begin-
ning of He-shell burning as

log

(

L
L⊙

)

=6.74298 − 4.72995/(M/10 M⊙)

+ 3.59526/(M/10 M⊙)2 − 1.27068/(M/10 M⊙)3.
(29)

For simplicity, we assume that the luminosity does not de-
pend on time after the He-shell burning phase, because the
luminosity is almost constant at this phase (see Figure 1).

(4) Compact remnants

After the C-ignition, the nuclear fusion further proceeds in
the core and finally the Fe-Ni core is formed. The final fate

of a star depends on the Fe-Ni core mass. However, at the C-
ignition, we stop to trace the stellar evolution and regard the
star to be a compact object, since the evolution time of the
final stage is so short that the whole stellar structure hardly
changes (Kippenhahn & Weigert 1990). From the numerical
results of Pop III single stellar evolution, the CO-core mass
is described as a function of the stellar mass as

(MCO/M⊙) = 0.618397 − 0.57395(M/10 M⊙)

+ 1.73053(M/10 M⊙)2 − 0.312008(M/10 M⊙)3

+ 2.99858 × 10−2(M/10 M⊙)4

− 1.12942 × 10−3(M/10 M⊙)5. (30)

From the CO core mass, we can estimate the Fe-
Ni core mass using the fitting formula given by
Belczynski, Kalogera & Bulik (2002) as,

MFeNi =

{

0.161767MCO + 1.067055 M⊙ (MCO ! 2.5 M⊙),

0.314154MCO + 0.686088 M⊙ (2.5 M⊙ ! MCO).
(31)

As for the criterion of whether a supernova explosion
occurs or not after the stellar death, we here adopt the
model adopted in Belczynski, Kalogera & Bulik (2002). The
assumptions of the model is as follows: (1) supernovae can
occur for stars with MCO ! 5 M⊙, (2) some fractions of
envelope fall back onto the compact remnant after a super-
nova explosion for stars with the intermediate mass range
of 5 M⊙ < MCO ! 7.6 M⊙, (3) a star directly collapses so
that a supernova explosion does not occur for a star with
mass of MCO > 7.6 M⊙. The remnant mass of the compact
object in their model is given by

Mrem =
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MFeNi (MCO ! 5 M⊙),

MFeNi +
MCO−5M⊙

2.6M⊙
(M −MFeNi),

(5 M⊙ < MCO < 7.6 M⊙),

M (7.6 M⊙ ! MCO).

(32)

From the value of a remnant mass, we determine the
type of a compact object, i.e., a neutron star or a black
hole. We assume that the maximum mass of the neutron
star is 3 M⊙, which is higher than the mass of the observed
massive pulsars ∼ 2M⊙. Thus a remnant is regarded as a
black hole if its mass is higher than 3 M⊙. Although the
stellar evolution after the CO burning has been well stud-
ied (Woosley 1986; Timmes, Woosley & Weaver 1996; Fryer
1999; Fryer et al. 2012), there are uncertainties for the for-
mation of a compact object. In particular, the mechanism
of supernova explosions has not been theoretically estab-
lished. Thus, our results might change depending on the
models for supernova explosions. In this paper, we employ
the same condition of the formation of a compact object
as the previous studies (Belczynski, Kalogera & Bulik 2002;
Belczynski, Bulik & Rudak 2004).

2.2 Binary evolution

For the calculation of binary stellar evolution, we need to
consider binary interactions such as tidal evolution, mass
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If

c⃝ 0000 RAS, MNRAS 000, 000–000

8 T. Kinugawa et al.

transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If

c⃝ 0000 RAS, MNRAS 000, 000–000

8 T. Kinugawa et al.

transfer, effect of supernova explosions, and the radiation
reaction by the gravitational wave. Here magnetic braking is
not taken into account, because Pop III stars are expected to
have magnetic fields much weaker than those of Pop I stars
(e.g., Pudritz & Silk 1989; Kulsrud et al. 1997; Langer et al.
2003; Widrow 2002; Doi & Susa 2011).

2.2.1 Tidal evolution

The orbital angular momentum of a binary system Jorb is
effectively transferred to the spin angular momentum Jspin,i

through tidal interaction between the two stars. Here i = 1
and i = 2 correspond to the primary star with the mass of
M1 and the secondary star with the mass ofM2, respectively.
The time variation of the parameters of a binary orbit such
as the semi-major axis a, eccentricity e, Jorb, and Jspin,i are
given by Hurley, Tout & Pols (2002) as follows. The time
variation of a is given by

ȧ
a
=

2eė
1− e2

+ 2
J̇orb

Jorb
. (33)

Since the total angular momentum (= Jorb+Jspin,1+Jspin,2)
is conserved, J̇orb is given by J̇orb = −(J̇spin,1 + J̇spin,2).
Denoting Ii and Ωspin,i as the moment of the inertia and
the spin angular velocity of each star, J̇spin,i can be written
as

J̇spin,i = İiΩspin,i + IiΩ̇spin,i, (34)

where the first term of r.h.s expresses the contribution of the
change of the internal structure of the star i and the second
term is due to the tidal force from the other star. Hut (1981)
showed that the time evolution of the spin angular velocity
can be calculated by

Ω̇spin,1 = 3 k
T

q22
r2g

(

R1
a

)6 Ωorb
(1−e2)6

×
[

f1(e
2)− (1− e2)

3
2 f2(e

2)
Ωspin,1

Ωorb

]

, (35)

f1(e2) = 1 + 15
2 e2 + 45

8 e4 + 5
16e

6, (36)

f2(e
2) = 1 + 3e2 + 3

8e
4, (37)

q2 ≡ M2/M1, (38)

where T , k, rg and Ωorb are the tidal timescale, the apsi-
dal motion constant of the primary star, the gyration radius
which is defined by

√

I1/M1/R2
1 and the orbital angular ve-

locity, respectively. T , k, and rg depend on the properties
of the internal structure of the primary star and their spe-
cific forms are given later. The time evolution of Ω̇spin,2 is
given by changing 1 to 2 and 2 to 1 in the above equations.
Once T , k, rg, and the binary parameters are given, one can
determine J̇orb from J̇spin,1 + J̇spin,2.

Hut (1981) also gave the equations for ė as

ė =− 27
k
T
q2(1 + q2)

(

R1

a

)8
e

(1− e2)
13
2

×
[

f3(e
2)− 11

18
(1− e2)

3
2 f4(e

2)
Ωspin,1

Ωorb

]

, (39)

f3(e
2) = 1 +

15
4
e2 +

15
8
e4 +

5
64

e6, (40)

f4(e
2) = 1 +

3
2
e2 +

1
8
e4. (41)

Substituting Eqs. (34)–(41) into r.h.s of Eq. (33), we can
determine the time evolution of the semi major axis a .

The moment of inertia Ii depends on the stellar evo-
lutionary phase. Ii at H-burning phase can be written as
Ii = kH(Mi, τH)MiR

2
i . Hurley, Tout & Pols (2002) con-

structed a fitting formula of kH(Mi, τH) in their open
code so that we adopt the same formula. On the other
hand, when a star has core-envelope structure, Ii =
kenv(Mi − Mc,i)R

2
i + kcoreMc,iR

2
c,i (Hurley, Pols & Tout

2000; Hurley, Tout & Pols 2002), where Mc,i and Rc,i are
the stellar core mass and radius, and kenv which is the same
as kH(Mi, τH) in Hurley’s open code and kcore = 0.21, re-
spectively. In this paper, we approximate the core radius
using the core mass following Tout et al. (1997) as

Rc,i

R⊙

= 0.9334

(

Mc,i

10 M⊙

)0.62

, (42)

where the core mass corresponds to the He-core mass for a
star with H-envelope and a CO-core mass for a star without
H-envelope due to the binary interaction so-called naked-He
star, respectively.

As for the initial stellar spin at the ZAMS phase, we
follow Hurley, Pols & Tout (2000) as

Ωspin,i = 45.35
( vrot
1 km s−1

)

(

RZAMS

R⊙

)−1

yr−1, (43)

vrot(Mi) =
658437(Mi/10 M⊙)3.3

15 + 2818(Mi/10 M⊙)3.45
km s−1. (44)

Next, we argue the apsidal motion constant k and tidal
time scale T . In the case that the primary envelope is con-
vective, the energy dissipation due to the convective motions
causes the lag of the tidal deformation, which yields the mis-
alignment of the direction of the maximum tidal deformation
and the direction to the secondary star. This misalignment
generates the torque to the primary star so that the an-
gular momentum is transferred between the spin one and
the orbital one. According to Verbunt & Phinney (1995);
Rasio et al. (1996), the apsidal motion constant decided by
the tidal time scale for the convective envelope is given by

k
T

=
2
21

fcon
τcon

Menv,1

M1
, (45)

where Menv,1 ≡ M1 − Mc,1 is the primary envelope mass
and the factor fcon is the correction of the tidal torque. The
eddy turnover timescale τcon, which describes the contribu-
tion of the turbulent viscosity due to the convective motions,
is given by Hurley, Tout & Pols (2002),

τcon =

[

Menv,1Renv,1

(

R1 − 1
2Renv,1

)

3L1

]1/3

, (46)

where L1 and Renv,1 ≡ R1 − Rc,1 are the stellar luminosity
and the envelope radius of the primary star, respectively. If
τcon ≪ Ptid/2 (= π|Ωorb − Ωspin1|−1), the turbulent vis-
cosity due to the convective motions can be affected. If
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as

k
T

=4.3118 × 10−8

(

M1

M⊙

)(

R1

R⊙

)2

×
( a
1 AU

)−5
(1 + q2)

5/6E yr−1, (48)

where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1

10 M⊙

)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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τcon > Ptid/2, on the other hand, the contribution of the
convective motions to the viscosity is negligible. The factor
fcon is obtained by Rasio et al. (1996) as

fcon = min

[

1,

(

Ptid

2τcon

)2
]

. (47)

If the envelope is radiative, a tide is a dynamical tide
with radiative damping (Zahn 1975). For a star which has
the radiative envelope, the energy dissipation due to radia-
tion is so small that the equilibrium tide cannot be effective.
However, the non-radial oscillations at the surface are driven
by gravity waves due to the tide and the resonances of those
oscillations are damped by radiation. The value of k devided
by T is given by Zahn (1977); Hurley, Tout & Pols (2002)
as
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=4.3118 × 10−8
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where the tidal coefficient E is described by Zahn (1975) as

E = 1.101 × 10−6

(

M1
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)2.84

. (49)

2.2.2 Roche lobe overflow

When the primary star in a binary system fills its Roche
lobe, its stellar envelope is transferred to the secondary star,
which is called the Roche lobe overflow (RLOF). The radius
of the Roche lobe of the primary star (RL,1) is approximately
given by Eggleton (1983) as

RL,1

a
≈ 0.49q2/31

0.6q2/31 + ln(1 + q1/31 )
, (50)

where q1 ≡ M1/M2 is the mass ratio. This equation is within
1% accuracy over the whole range. When the RLOF occurs
and the primary star loses its envelope, the stellar radius
changes depending on the properties of the stellar envelope
(Paczyński & Sienkiewicz 1972). Since the dynamical time
of the star given by

τdyn,1 =
π
2

(

R3
1

2GM1

)1/2

(51)

is much shorter than the thermal timescale (Kelvin-
Helmholtz timescale) given by

τKH,1 =
GM1(M1 −Mc,1)

L1R1
, (52)

the radius of the primary star after the mass transfer is ad-
justed to the adiabatic radius Rad,1 first, that is, the star
reaches the hydrostatic equilibrium state but not the ther-
mal equilibrium. After the thermal time scale, the primary
radius approaches the thermal equilibrium radius Rth,1. The
mass transfer via the RLOF actually depends on the re-
sponses of the Roche lobe radius, Rad,1 and Rth,1 after the
mass transfer.

We here introduce the following two quantities for con-
venience to understand the fate of the binary after the
RLOF;

ζL =
dlogRL,1

dlogM1
, (53)

and

ζad =
dlogRad,1

dlogM1
. (54)

Since it is difficult to obtain the exact forms ζL and ζad, we
here use the approximated expressions. Assuming that the
mass transfer is conservative i.e., the total mass is conserved
during the mass transfer, we have ζL as (Tout et al. 1997)

ζL ≈ 2.13q1 − 1.67 (0 < q1 < 50), (55)

where we use Eq. (50). The value of ζad depends on the
property of the stellar envelope. When the primary star is
in the giant phase, it has a deep convective envelope with
the polytropic index of 1.5 so that ζad is given by

ζad ≈ −1 +
2
3

M1

M1 −Mc1
, (56)

under the assumption that the envelope mass is neglected
compared to the total mass (Hjellming & Webbink 1987).
When the primary star is in the other stages, ζad =
2.59, 6.85, 1.95 and 5.79 for the main sequence, the gi-
ant phase with the radiative envelope (Hjellming 1989),
the naked-He main sequence and the naked-He giant star
(Ivanova, Podsiadlowski & Spruit 2002; Belczynski et al.
2008), respectively.

Now let us compare ζad and ζL. We first consider the
case of ζad < ζL, which means d logRad,1 > d logRL,1 since
d logM1 < 0. In this case, the radius of the primary star
continues to exceed the Roche lobe radius at the dynamical
timescale as the primary star loses its envelope. Thus, the
mass transfer violently occurs and the stars rapidly approach
each other 7. When the primary star is a giant with the
outer envelope, which is either radiative or convective, the
primary envelope rapidly swallows the secondary star. After
that, the binary stars will be in the common envelope (CE)
phase (Paczynski 1976). We describe the subsequent evolu-
tion of the binary in Sec. 2.2.3. On the other hand, when
the primary star does not have the core-envelope structure
like in the H-burning main sequence and naked-He main se-
quence, the binary will merge via the rapid mass transfer.

Next, we consider the case for ζad > ζL. In this case, the
primary star shrinks within the Roche lobe radius (Rad,1 <
RL,1) on the dynamical timescale by the mass transfer of
the envelope so that RLOF stops for a while. However in
the thermal timescale, the radius of the primary star ap-
proaches Rth,1. If the thermal equilibrium radius is larger
than the Roche lobe radius, the mass transfer begins and
the transfer rate is expressed by Paczyński & Sienkiewicz

7 For simplicity, we here assume the conservation of the angular
momentum and neglect the mass ejection from the binary system
during the mass transfer on the dynamical timescale.
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Figure 4. Schematic diagram of the mass transfer when the pri-
mary becomes a giant star. Let us define ζL = dlogRL,1/dlogM1

and ζad = dlogRad,1/dlogM1. When the primary star fulfills
the Roche lobe as in the upper left of the figure, there are two
destinies. 1) If ζad < ζL, then d logRad,1 > d logRL,1 since
d logM1 < 0 so that the mass transfer is dynamically unstable.
The secondary star is swallowed by the primary envelope to be
the common envelope phase as the upper right of the figure. 2)
If ζad > ζL, the mass transfer is dynamically stable so that the
radius of the primary star becomes smaller than the Roche lobe
radius on the dynamical timescale after losing the small fraction
of the envelope mass. However in the thermal time scale (Kelvin-
Helmholz time), the radius increases again and fulfills the Roche
lobe so that the stable mass transfer from the primary star to the
secondary star occurs like in the lower right of the figure.

(1972); Tout et al. (1997); Hurley, Tout & Pols (2002) as

Ṁ1 = F (M1)

[

ln

(

Rth,1

RL,1

)]3

M⊙ yr−1 (57)

and

F (M1) = 3× 10−6

{

min

[(

10
M1

10 M⊙

)

, 5.0

]}2

, (58)

where the expression of Rth,1 is shown in Appendix A.1.
Since the stellar radius changes on the thermal timescale
(or more slowly), the maximum value of the mass transfer
rate is

Ṁ1,max =
M1

τKH,1
. (59)

We assume that the binary stars merge if Rth,1 > 10RL,1 for
the star without the core-envelope structure since the mass
transfer rate is comparable to the above upper limit.

In the case of the stable mass transfer (ζad > ζL), the
accretion rate onto the secondary varies with its evolution-
ary stage (Hurley, Tout & Pols 2002). If the secondary is in
the main sequence or in the He-burning phase, the accretion
timescale

τṀ ≡ M2

Ṁ1

(60)

is much shorter than the thermal timescale of the secondary
τKH,2. Therefore the secondary does not always receive all
the accreting matter, and the accretion rate onto the sec-

ondary is calculated by (Hurley, Tout & Pols 2002) as

Ṁ2 = min

(

10
τṀ

τKH,2
, 1

)

Ṁ1. (61)

If the secondary is in the He-shell burning phase or the
naked-He star, the secondary can receive all the accreting
mass (Hurley, Tout & Pols 2002). For the secondary of the
compact object, the accretion rate is limited by the Edding-
ton limit (Cameron 1967; Hurley, Tout & Pols 2002) as

ṀEdd =
4πcR2

κT
(62)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1+X) cm2 g−1 is the opacity of the Thom-
son scattering and X(= 0.76) is the H-mass fraction.

2.2.3 Common envelope phase

If ζad < ζL, the mass transfer occurs violently from the pri-
mary star with the core-envelope structure to the secondary
so that the binary system becomes the CE phase as dis-
cussed in the previous Sec. 2.2.2. Once the secondary star is
engulfed into the primary envelope, it spirals into the core
of the primary star due to the gas friction. Then, the orbital
energy is converted into the thermal energy of the primary
envelope, which results in the mass ejection from the binary
system. As we showed in Sec. 2.2.2, stars with convective
envelope typically take smaller values of ζad than stars with
radiative envelope. Thus the former stars are easier to sat-
isfy the condition of the onset of the CE phase of ζad < ζL
than the latter ones. For Pop III stars, we determine whether
they have the radiative or convective envelope from the HR
diagram in Fig. 1. We found that Pop III stars with mass
! 70 M⊙ reach the Hayashi track at the beginning of the He-
shell burning. While Pop III stars less massive than 50 M⊙
do not reach the Hayashi track. Thus, Pop III stars with
mass > 50 M⊙ develop the deep convective envelope dur-
ing the He-shell burning phase and are easier to be the CE
phase.

In order to take into account the CE phase, we here
adopt the prescription given by Webbink (1984). For sim-
plicity, we assume that all gas in the primary envelope is
ejected. Then, the change of the orbital energy when the
secondary star spirals in is expressed as

∆Eorb =
GMc,1M2

2af
− GM1M2

2ai
, (63)

where ai and af are the separation before and after the sec-
ondary star spirals in, respectively. A fraction of the orbital
energy is actually converted to the kinetic energy of the
ejected matter. The binding energy of the primary envelope
is somewhat smaller than the gravitational energy, and thus,
it is expressed by

Ebind =
GM1Menv,1

λR1
, (64)

where λ is a parameter depending on the properties of the
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Figure 4. Schematic diagram of the mass transfer when the pri-
mary becomes a giant star. Let us define ζL = dlogRL,1/dlogM1

and ζad = dlogRad,1/dlogM1. When the primary star fulfills
the Roche lobe as in the upper left of the figure, there are two
destinies. 1) If ζad < ζL, then d logRad,1 > d logRL,1 since
d logM1 < 0 so that the mass transfer is dynamically unstable.
The secondary star is swallowed by the primary envelope to be
the common envelope phase as the upper right of the figure. 2)
If ζad > ζL, the mass transfer is dynamically stable so that the
radius of the primary star becomes smaller than the Roche lobe
radius on the dynamical timescale after losing the small fraction
of the envelope mass. However in the thermal time scale (Kelvin-
Helmholz time), the radius increases again and fulfills the Roche
lobe so that the stable mass transfer from the primary star to the
secondary star occurs like in the lower right of the figure.

(1972); Tout et al. (1997); Hurley, Tout & Pols (2002) as

Ṁ1 = F (M1)

[

ln

(

Rth,1

RL,1

)]3

M⊙ yr−1 (57)

and

F (M1) = 3× 10−6

{

min

[(

10
M1

10 M⊙

)

, 5.0

]}2

, (58)

where the expression of Rth,1 is shown in Appendix A.1.
Since the stellar radius changes on the thermal timescale
(or more slowly), the maximum value of the mass transfer
rate is

Ṁ1,max =
M1

τKH,1
. (59)

We assume that the binary stars merge if Rth,1 > 10RL,1 for
the star without the core-envelope structure since the mass
transfer rate is comparable to the above upper limit.

In the case of the stable mass transfer (ζad > ζL), the
accretion rate onto the secondary varies with its evolution-
ary stage (Hurley, Tout & Pols 2002). If the secondary is in
the main sequence or in the He-burning phase, the accretion
timescale

τṀ ≡ M2

Ṁ1

(60)

is much shorter than the thermal timescale of the secondary
τKH,2. Therefore the secondary does not always receive all
the accreting matter, and the accretion rate onto the sec-

ondary is calculated by (Hurley, Tout & Pols 2002) as

Ṁ2 = min

(

10
τṀ

τKH,2
, 1

)

Ṁ1. (61)

If the secondary is in the He-shell burning phase or the
naked-He star, the secondary can receive all the accreting
mass (Hurley, Tout & Pols 2002). For the secondary of the
compact object, the accretion rate is limited by the Edding-
ton limit (Cameron 1967; Hurley, Tout & Pols 2002) as

ṀEdd =
4πcR2

κT
(62)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1+X) cm2 g−1 is the opacity of the Thom-
son scattering and X(= 0.76) is the H-mass fraction.

2.2.3 Common envelope phase

If ζad < ζL, the mass transfer occurs violently from the pri-
mary star with the core-envelope structure to the secondary
so that the binary system becomes the CE phase as dis-
cussed in the previous Sec. 2.2.2. Once the secondary star is
engulfed into the primary envelope, it spirals into the core
of the primary star due to the gas friction. Then, the orbital
energy is converted into the thermal energy of the primary
envelope, which results in the mass ejection from the binary
system. As we showed in Sec. 2.2.2, stars with convective
envelope typically take smaller values of ζad than stars with
radiative envelope. Thus the former stars are easier to sat-
isfy the condition of the onset of the CE phase of ζad < ζL
than the latter ones. For Pop III stars, we determine whether
they have the radiative or convective envelope from the HR
diagram in Fig. 1. We found that Pop III stars with mass
! 70 M⊙ reach the Hayashi track at the beginning of the He-
shell burning. While Pop III stars less massive than 50 M⊙
do not reach the Hayashi track. Thus, Pop III stars with
mass > 50 M⊙ develop the deep convective envelope dur-
ing the He-shell burning phase and are easier to be the CE
phase.

In order to take into account the CE phase, we here
adopt the prescription given by Webbink (1984). For sim-
plicity, we assume that all gas in the primary envelope is
ejected. Then, the change of the orbital energy when the
secondary star spirals in is expressed as

∆Eorb =
GMc,1M2

2af
− GM1M2

2ai
, (63)

where ai and af are the separation before and after the sec-
ondary star spirals in, respectively. A fraction of the orbital
energy is actually converted to the kinetic energy of the
ejected matter. The binding energy of the primary envelope
is somewhat smaller than the gravitational energy, and thus,
it is expressed by

Ebind =
GM1Menv,1

λR1
, (64)

where λ is a parameter depending on the properties of the

c⃝ 0000 RAS, MNRAS 000, 000–000

10 T. Kinugawa et al.

Figure 4. Schematic diagram of the mass transfer when the pri-
mary becomes a giant star. Let us define ζL = dlogRL,1/dlogM1

and ζad = dlogRad,1/dlogM1. When the primary star fulfills
the Roche lobe as in the upper left of the figure, there are two
destinies. 1) If ζad < ζL, then d logRad,1 > d logRL,1 since
d logM1 < 0 so that the mass transfer is dynamically unstable.
The secondary star is swallowed by the primary envelope to be
the common envelope phase as the upper right of the figure. 2)
If ζad > ζL, the mass transfer is dynamically stable so that the
radius of the primary star becomes smaller than the Roche lobe
radius on the dynamical timescale after losing the small fraction
of the envelope mass. However in the thermal time scale (Kelvin-
Helmholz time), the radius increases again and fulfills the Roche
lobe so that the stable mass transfer from the primary star to the
secondary star occurs like in the lower right of the figure.

(1972); Tout et al. (1997); Hurley, Tout & Pols (2002) as

Ṁ1 = F (M1)

[

ln

(

Rth,1
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)]3

M⊙ yr−1 (57)

and

F (M1) = 3× 10−6

{

min
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)

, 5.0

]}2

, (58)

where the expression of Rth,1 is shown in Appendix A.1.
Since the stellar radius changes on the thermal timescale
(or more slowly), the maximum value of the mass transfer
rate is

Ṁ1,max =
M1

τKH,1
. (59)

We assume that the binary stars merge if Rth,1 > 10RL,1 for
the star without the core-envelope structure since the mass
transfer rate is comparable to the above upper limit.

In the case of the stable mass transfer (ζad > ζL), the
accretion rate onto the secondary varies with its evolution-
ary stage (Hurley, Tout & Pols 2002). If the secondary is in
the main sequence or in the He-burning phase, the accretion
timescale

τṀ ≡ M2

Ṁ1

(60)

is much shorter than the thermal timescale of the secondary
τKH,2. Therefore the secondary does not always receive all
the accreting matter, and the accretion rate onto the sec-

ondary is calculated by (Hurley, Tout & Pols 2002) as

Ṁ2 = min

(

10
τṀ

τKH,2
, 1

)

Ṁ1. (61)

If the secondary is in the He-shell burning phase or the
naked-He star, the secondary can receive all the accreting
mass (Hurley, Tout & Pols 2002). For the secondary of the
compact object, the accretion rate is limited by the Edding-
ton limit (Cameron 1967; Hurley, Tout & Pols 2002) as

ṀEdd =
4πcR2

κT
(62)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1+X) cm2 g−1 is the opacity of the Thom-
son scattering and X(= 0.76) is the H-mass fraction.

2.2.3 Common envelope phase

If ζad < ζL, the mass transfer occurs violently from the pri-
mary star with the core-envelope structure to the secondary
so that the binary system becomes the CE phase as dis-
cussed in the previous Sec. 2.2.2. Once the secondary star is
engulfed into the primary envelope, it spirals into the core
of the primary star due to the gas friction. Then, the orbital
energy is converted into the thermal energy of the primary
envelope, which results in the mass ejection from the binary
system. As we showed in Sec. 2.2.2, stars with convective
envelope typically take smaller values of ζad than stars with
radiative envelope. Thus the former stars are easier to sat-
isfy the condition of the onset of the CE phase of ζad < ζL
than the latter ones. For Pop III stars, we determine whether
they have the radiative or convective envelope from the HR
diagram in Fig. 1. We found that Pop III stars with mass
! 70 M⊙ reach the Hayashi track at the beginning of the He-
shell burning. While Pop III stars less massive than 50 M⊙
do not reach the Hayashi track. Thus, Pop III stars with
mass > 50 M⊙ develop the deep convective envelope dur-
ing the He-shell burning phase and are easier to be the CE
phase.

In order to take into account the CE phase, we here
adopt the prescription given by Webbink (1984). For sim-
plicity, we assume that all gas in the primary envelope is
ejected. Then, the change of the orbital energy when the
secondary star spirals in is expressed as

∆Eorb =
GMc,1M2

2af
− GM1M2

2ai
, (63)

where ai and af are the separation before and after the sec-
ondary star spirals in, respectively. A fraction of the orbital
energy is actually converted to the kinetic energy of the
ejected matter. The binding energy of the primary envelope
is somewhat smaller than the gravitational energy, and thus,
it is expressed by

Ebind =
GM1Menv,1

λR1
, (64)

where λ is a parameter depending on the properties of the
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Figure 4. Schematic diagram of the mass transfer when the pri-
mary becomes a giant star. Let us define ζL = dlogRL,1/dlogM1

and ζad = dlogRad,1/dlogM1. When the primary star fulfills
the Roche lobe as in the upper left of the figure, there are two
destinies. 1) If ζad < ζL, then d logRad,1 > d logRL,1 since
d logM1 < 0 so that the mass transfer is dynamically unstable.
The secondary star is swallowed by the primary envelope to be
the common envelope phase as the upper right of the figure. 2)
If ζad > ζL, the mass transfer is dynamically stable so that the
radius of the primary star becomes smaller than the Roche lobe
radius on the dynamical timescale after losing the small fraction
of the envelope mass. However in the thermal time scale (Kelvin-
Helmholz time), the radius increases again and fulfills the Roche
lobe so that the stable mass transfer from the primary star to the
secondary star occurs like in the lower right of the figure.

(1972); Tout et al. (1997); Hurley, Tout & Pols (2002) as

Ṁ1 = F (M1)

[

ln

(

Rth,1

RL,1

)]3

M⊙ yr−1 (57)

and

F (M1) = 3× 10−6

{
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, 5.0
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, (58)

where the expression of Rth,1 is shown in Appendix A.1.
Since the stellar radius changes on the thermal timescale
(or more slowly), the maximum value of the mass transfer
rate is

Ṁ1,max =
M1

τKH,1
. (59)

We assume that the binary stars merge if Rth,1 > 10RL,1 for
the star without the core-envelope structure since the mass
transfer rate is comparable to the above upper limit.

In the case of the stable mass transfer (ζad > ζL), the
accretion rate onto the secondary varies with its evolution-
ary stage (Hurley, Tout & Pols 2002). If the secondary is in
the main sequence or in the He-burning phase, the accretion
timescale

τṀ ≡ M2

Ṁ1

(60)

is much shorter than the thermal timescale of the secondary
τKH,2. Therefore the secondary does not always receive all
the accreting matter, and the accretion rate onto the sec-

ondary is calculated by (Hurley, Tout & Pols 2002) as

Ṁ2 = min

(

10
τṀ

τKH,2
, 1

)

Ṁ1. (61)

If the secondary is in the He-shell burning phase or the
naked-He star, the secondary can receive all the accreting
mass (Hurley, Tout & Pols 2002). For the secondary of the
compact object, the accretion rate is limited by the Edding-
ton limit (Cameron 1967; Hurley, Tout & Pols 2002) as

ṀEdd =
4πcR2

κT
(62)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1+X) cm2 g−1 is the opacity of the Thom-
son scattering and X(= 0.76) is the H-mass fraction.

2.2.3 Common envelope phase

If ζad < ζL, the mass transfer occurs violently from the pri-
mary star with the core-envelope structure to the secondary
so that the binary system becomes the CE phase as dis-
cussed in the previous Sec. 2.2.2. Once the secondary star is
engulfed into the primary envelope, it spirals into the core
of the primary star due to the gas friction. Then, the orbital
energy is converted into the thermal energy of the primary
envelope, which results in the mass ejection from the binary
system. As we showed in Sec. 2.2.2, stars with convective
envelope typically take smaller values of ζad than stars with
radiative envelope. Thus the former stars are easier to sat-
isfy the condition of the onset of the CE phase of ζad < ζL
than the latter ones. For Pop III stars, we determine whether
they have the radiative or convective envelope from the HR
diagram in Fig. 1. We found that Pop III stars with mass
! 70 M⊙ reach the Hayashi track at the beginning of the He-
shell burning. While Pop III stars less massive than 50 M⊙
do not reach the Hayashi track. Thus, Pop III stars with
mass > 50 M⊙ develop the deep convective envelope dur-
ing the He-shell burning phase and are easier to be the CE
phase.

In order to take into account the CE phase, we here
adopt the prescription given by Webbink (1984). For sim-
plicity, we assume that all gas in the primary envelope is
ejected. Then, the change of the orbital energy when the
secondary star spirals in is expressed as

∆Eorb =
GMc,1M2

2af
− GM1M2

2ai
, (63)

where ai and af are the separation before and after the sec-
ondary star spirals in, respectively. A fraction of the orbital
energy is actually converted to the kinetic energy of the
ejected matter. The binding energy of the primary envelope
is somewhat smaller than the gravitational energy, and thus,
it is expressed by

Ebind =
GM1Menv,1

λR1
, (64)

where λ is a parameter depending on the properties of the
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Figure 4. Schematic diagram of the mass transfer when the pri-
mary becomes a giant star. Let us define ζL = dlogRL,1/dlogM1

and ζad = dlogRad,1/dlogM1. When the primary star fulfills
the Roche lobe as in the upper left of the figure, there are two
destinies. 1) If ζad < ζL, then d logRad,1 > d logRL,1 since
d logM1 < 0 so that the mass transfer is dynamically unstable.
The secondary star is swallowed by the primary envelope to be
the common envelope phase as the upper right of the figure. 2)
If ζad > ζL, the mass transfer is dynamically stable so that the
radius of the primary star becomes smaller than the Roche lobe
radius on the dynamical timescale after losing the small fraction
of the envelope mass. However in the thermal time scale (Kelvin-
Helmholz time), the radius increases again and fulfills the Roche
lobe so that the stable mass transfer from the primary star to the
secondary star occurs like in the lower right of the figure.

(1972); Tout et al. (1997); Hurley, Tout & Pols (2002) as

Ṁ1 = F (M1)

[

ln

(

Rth,1

RL,1

)]3

M⊙ yr−1 (57)

and

F (M1) = 3× 10−6

{

min

[(

10
M1

10 M⊙

)

, 5.0

]}2

, (58)

where the expression of Rth,1 is shown in Appendix A.1.
Since the stellar radius changes on the thermal timescale
(or more slowly), the maximum value of the mass transfer
rate is

Ṁ1,max =
M1

τKH,1
. (59)

We assume that the binary stars merge if Rth,1 > 10RL,1 for
the star without the core-envelope structure since the mass
transfer rate is comparable to the above upper limit.

In the case of the stable mass transfer (ζad > ζL), the
accretion rate onto the secondary varies with its evolution-
ary stage (Hurley, Tout & Pols 2002). If the secondary is in
the main sequence or in the He-burning phase, the accretion
timescale

τṀ ≡ M2

Ṁ1

(60)

is much shorter than the thermal timescale of the secondary
τKH,2. Therefore the secondary does not always receive all
the accreting matter, and the accretion rate onto the sec-

ondary is calculated by (Hurley, Tout & Pols 2002) as

Ṁ2 = min

(

10
τṀ

τKH,2
, 1

)

Ṁ1. (61)

If the secondary is in the He-shell burning phase or the
naked-He star, the secondary can receive all the accreting
mass (Hurley, Tout & Pols 2002). For the secondary of the
compact object, the accretion rate is limited by the Edding-
ton limit (Cameron 1967; Hurley, Tout & Pols 2002) as

ṀEdd =
4πcR2

κT
(62)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1+X) cm2 g−1 is the opacity of the Thom-
son scattering and X(= 0.76) is the H-mass fraction.

2.2.3 Common envelope phase

If ζad < ζL, the mass transfer occurs violently from the pri-
mary star with the core-envelope structure to the secondary
so that the binary system becomes the CE phase as dis-
cussed in the previous Sec. 2.2.2. Once the secondary star is
engulfed into the primary envelope, it spirals into the core
of the primary star due to the gas friction. Then, the orbital
energy is converted into the thermal energy of the primary
envelope, which results in the mass ejection from the binary
system. As we showed in Sec. 2.2.2, stars with convective
envelope typically take smaller values of ζad than stars with
radiative envelope. Thus the former stars are easier to sat-
isfy the condition of the onset of the CE phase of ζad < ζL
than the latter ones. For Pop III stars, we determine whether
they have the radiative or convective envelope from the HR
diagram in Fig. 1. We found that Pop III stars with mass
! 70 M⊙ reach the Hayashi track at the beginning of the He-
shell burning. While Pop III stars less massive than 50 M⊙
do not reach the Hayashi track. Thus, Pop III stars with
mass > 50 M⊙ develop the deep convective envelope dur-
ing the He-shell burning phase and are easier to be the CE
phase.

In order to take into account the CE phase, we here
adopt the prescription given by Webbink (1984). For sim-
plicity, we assume that all gas in the primary envelope is
ejected. Then, the change of the orbital energy when the
secondary star spirals in is expressed as

∆Eorb =
GMc,1M2

2af
− GM1M2

2ai
, (63)

where ai and af are the separation before and after the sec-
ondary star spirals in, respectively. A fraction of the orbital
energy is actually converted to the kinetic energy of the
ejected matter. The binding energy of the primary envelope
is somewhat smaller than the gravitational energy, and thus,
it is expressed by

Ebind =
GM1Menv,1

λR1
, (64)

where λ is a parameter depending on the properties of the
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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envelope and Menv,1 is the mass of the primary envelope.
Therefore, we can estimate the final separation af by

α

(

GMc,1M2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
, (65)

where α is the efficiency factor of the energy conversion
which depends on the interaction between the primary en-
velope and the secondary star. When the secondary star is
also a giant star, we need to modify the above prescription.
For simplicity, we assume that the remnants after the mass
ejection are two cores and the values of the λ parameter are
the same for both envelopes. Then, we can obtain the final
separation af from

α

(

GMc,1Mc,2

2af
− GM1M2

2ai

)

=
GM1Menv,1

λR1
+

GM2Menv,2

λR2
.

(66)
To determine the values of α and λ, the sophisti-
cated numerical simulations including the hydrodynamics
in the CE phase and the stellar evolution are required
(Xu & Li 2010; Loveridge, van der Sluys & Kalogera 2011).
However, to do these simulations for each star is actu-
ally time consuming. So, in this paper, we assume αλ =
1 as in the previous studies (Hurley, Tout & Pols 2002;
Belczynski, Kalogera & Bulik 2002; Belczynski et al. 2008).

Next, we describe the treatment of the fate of the binary
after the mass ejection at the CE phase. When the final sep-
aration estimated from Eqs. (65) or (66) is small, the binary
will merge under following two conditions. The first condi-
tion is a simple one by Belczynski, Kalogera & Bulik (2002);
Belczynski, Bulik & Rudak (2004); Belczynski et al. (2008);
Dominik et al. (2012), where the core of the binary merges if
R′

1+R′
2 > af . Since the binary merges in this case only if the

binary stars contact each other, we call this condition as the
conservative core merger criterion. The second condition is
the same as that used in Hurley, Tout & Pols (2002), that is,
if R′

1 > R′
L,1 or R′

2 > R′
L,2 where the quantities with prime

mean the value after the mass ejection. In other words, this
means that the cores of the binary stars merge if the mass
transfer occurs during the CE phase. However, there are
arguments against this by Ivanova, Podsiadlowski & Spruit
(2002); Podsiadlowski et al. (2010) so that we call this con-
dition as optimistic core merger criterion .

2.2.4 Effect of supernova explosion

When a supernova explosion occurs, binary parameters
(Mtotal ≡ M1 + M2, a, e) change due to the instant mass
ejection and the kick velocity. In our present simulations,
we assume zero kick velocity for simplicity. The neutron star
formation with the kick velocity is easier to disrupt NS-NSs
than the spherically symmetric supernova explosion so that
the merger rate of NS-NSs and NS-BHs from our simula-
tions should be considered as the upper limit. While in the
formation of a black hole, zero kick velocity is reasonable so
that the formation rate of BH-BHs is reliable.

Before the supernova explosion, the relative velocity v

is described by the orbital speed v and the angle β between
the relative velocity and the separation vector r ≡ r1 − r2

as

v = (−v sin β,−v cosβ, 0), (67)

where the orbital speed is expressed by the specific orbital
energy GMtotal/2a as

v =

√

GMtotal

(

2
r
− 1

a

)

, (68)

where a is the semi major axis before the supernova explo-
sion. After the supernova of the primary star, it ejects mass
instantly is a good approximation since the expansion veloc-
ity of the supernova ejecta (∼ 109cm/s) is much larger than
the orbital velocity. Thus, the total mass immediately after
the supernova explosion is

Mtotal → M ′
total = Mtotal −∆M1 (69)

where the subscript ’ means the value immediately after
the supernova explosion and ∆M1 is the primary ejected
mass. The relative velocity immediately after the supernova
explosion is described by

v′ =

√

GM ′
total

(

2
r
− 1

a′

)

. (70)

The relative velocity does not change immediately after the
supernova explosion, because the spherically symmetric su-
pernova explosion does not change the specific angular mo-
mentum. Thus, v = v′. Therefore, using the equation (68)
and (70), we have the separation after supernova explosion
as

a′ =

(

v2

GMtotal
− v2

GM ′
total

+
1
a

)−1

. (71)

The eccentricity after the supernova explosion is calculated
by the conservation of the specific angular momentum as

e′ =

√

1− |r× v|2
GM ′

totala
′
. (72)

For example, let us consider the case of the initial e =
0. In this case, r = a and v = (GMtotal/a)

1/2. Thus, the
separation and the eccentricity after the supernova explosion
are

a′ =

(

2
a
− Mtotal

M ′
totala

)−1

, (73)

e′ =
Mtotal

M ′
total

− 1. (74)

The mass ejection of the supernova explosion decelerates
the escape velocity of the binary. On the other hand, the
velocity of compact object in the supernova remnant does
not change. Thus, if the mass ejection is lager than a half
of the total mass of the binary, the velocity of the compact
object can be larger than the escape velocity. Therefore, if
M ′

total <
1
2Mtotal, the binary is disrupted.

Note that in Hurley’s original code, when the supernova
explosion occurs as soon as after the CE phase, the primary
mass before the CE phase is treated as the primary mass
before the supernova explosion. On the other hand, we as-
sume that the primary mass after the CE phase is treated
as the primary mass before the supernova explosion.
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2.2.5 Coalescence time due to the emission of
gravitational waves

When the stars of a binary system explode or collapse at
the end of their lifetime, the compact star binary is formed.
The compact binary loses the angular momentum and the
orbital energy by the emission of gravitational waves. We use
the slow-motion and weak-field approximation formalism de-
scribed by Peters & Mathews (1963) and Peters (1964). The
equations of the change of the angular momentum, the semi
major axis and the eccentricity are given by

J̇
J

= −32G3M1M2Mtotal

5c5a4

1 + 7
8e

2

(1− e2)5/2
, (75)

ȧ
a
= −64G3M1M2Mtotal

5c5a4

1 + 73
24e

2 + 37
96e

4

(1− e2)7/2
, (76)

and

ė
e
= −304G3M1M2Mtotal

15c5a4

1 + 121
304e

2

(1− e2)5/2
. (77)

From Eqs. (76) and (77), we can express a by e as

a
a0

=
1− e20
1− e2

(

e
e0

)12/19
(

1 + 121
304e

2

1 + 121
304e

2
0

)870/2299

, (78)

where a0 and e0 are the initial values of a and e, respectively.
For a/a0 ≪ 1, Eq. (78) is approximated by

e ∼
(

a
a0(1− e20)

)19/12

e0. (79)

For e0 = 0, Eq. (76) is integrated as

tcoal(e0 = 0) = 5
256

a4
0
c

(

GM1
c2

)−1 (GM2
c2

)−1
(

GMtotal
c2

)−1
(80)

= 1010( a0
16 R⊙

)4
(

M1
10 M⊙

)−1 (

M2
10 M⊙

)−1 (

Mtotal
10 M⊙

)−1

yr.

Peters & Mathews (1963) and Peters (1964) found numeri-
cally that for e0 > 0, tmerge(e0) is approximately given by

tcoal(e0) ∼ (1− e20)
7/2tmerge(e0 = 0). (81)

However in our simulations, we solve Eqs. (75) and (77).

2.3 Initial condition

In this paper, we calculate the evolution of 106 binaries using
the fitting formulae (see Sec. 2.1.2) and prescriptions for the
binary interactions (see Sec. 2.2). As initial conditions, we
should set the binary parameters, that is, the primary mass
M1, the mass ratio of secondary to primary q2 = M2/M1 < 1
with M2 being the secondary mass, the eccentricity e and
the semi major axis a. In this section, we describe how to
generate the initial conditions of 106 binaries.

2.3.1 Distribution function of the binary parameters

Since the distribution functions of the binary parameters are
not known for Pop III stars, as a first step we use those of
the observed Pop I stars except for the initial mass func-
tion (IMF).

(1) Initial mass

We consider two kinds of the IMF to study the dependence
of the results on IMF. The first one is the Salpeter IMF
(Salpeter 1955) given by

Ψ(M1) ∝ M−2.35
1 , (82)

where Ψ(M1) is the number of stars per unit mass. The
second one is the flat IMS given by

Ψ(M1) ∝ const. (83)

This mass function is suggested by some numerical simula-
tions of the Pop III star formation(Clark et al. 2011). We
set the mass range of 10 M⊙ ! M1 ! 100 M⊙ to the mass
of the primary star, as suggested by the recent numerical
simulations (Hirano et al. 2013).

(2) Initial mass ratio

The distribution function of the initial mass ratio q2 < 1 is
given by

Φ(q2) ∝ const. (84)

This distribution is suggested by the recent obser-
vations of binary systems (Kobulnicky & Fryer 2007;
Kobulnicky et al. 2012). We set the minimum mass ratio
to be q2,min ≡ 10 M⊙/M1, because we assume that the sec-
ondary mass range is the same as that of the primary.

(3) Initial eccentricity

Following Heggie (1975) and
Duquennoy, Mayor & Halbwachs (1991), we use the
distribution function of the initial eccentricity in the form
of

Ξ(e) ∝ e, (85)

for the range of 0 ! e ! 1.

(4) Initial separation

We adopt the logarithmically flat distribution for the initial
semi major axis following Abt (1983) as

Γ(a) ∝ 1
a
, (86)

for the range of Amin ! a ! 106 R⊙. Amin is determined
from Eq. (50) as

Amin =
AL

1− e
(87)

=
0.6q2/31 + ln(1 + q1/31 )

0.49q2/31

R1

1− e
.

AL corresponds to the separation when the primary star fills
its Roche lobe at the peri-astron at the initial time. A binary
should not fill its Roche lobe from the beginning so that we
adopt this minimum separation.
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2.2.5 Coalescence time due to the emission of
gravitational waves

When the stars of a binary system explode or collapse at
the end of their lifetime, the compact star binary is formed.
The compact binary loses the angular momentum and the
orbital energy by the emission of gravitational waves. We use
the slow-motion and weak-field approximation formalism de-
scribed by Peters & Mathews (1963) and Peters (1964). The
equations of the change of the angular momentum, the semi
major axis and the eccentricity are given by

J̇
J

= −32G3M1M2Mtotal

5c5a4

1 + 7
8e

2

(1− e2)5/2
, (75)

ȧ
a
= −64G3M1M2Mtotal

5c5a4

1 + 73
24e

2 + 37
96e

4

(1− e2)7/2
, (76)

and

ė
e
= −304G3M1M2Mtotal

15c5a4

1 + 121
304e

2

(1− e2)5/2
. (77)

From Eqs. (76) and (77), we can express a by e as

a
a0

=
1− e20
1− e2

(

e
e0

)12/19
(

1 + 121
304e

2

1 + 121
304e

2
0

)870/2299

, (78)

where a0 and e0 are the initial values of a and e, respectively.
For a/a0 ≪ 1, Eq. (78) is approximated by

e ∼
(

a
a0(1− e20)

)19/12

e0. (79)

For e0 = 0, Eq. (76) is integrated as

tcoal(e0 = 0) = 5
256

a4
0
c

(

GM1
c2

)−1 (GM2
c2

)−1
(

GMtotal
c2

)−1
(80)

= 1010( a0
16 R⊙

)4
(

M1
10 M⊙

)−1 (

M2
10 M⊙

)−1 (

Mtotal
10 M⊙

)−1

yr.

Peters & Mathews (1963) and Peters (1964) found numeri-
cally that for e0 > 0, tmerge(e0) is approximately given by

tcoal(e0) ∼ (1− e20)
7/2tmerge(e0 = 0). (81)

However in our simulations, we solve Eqs. (75) and (77).

2.3 Initial condition

In this paper, we calculate the evolution of 106 binaries using
the fitting formulae (see Sec. 2.1.2) and prescriptions for the
binary interactions (see Sec. 2.2). As initial conditions, we
should set the binary parameters, that is, the primary mass
M1, the mass ratio of secondary to primary q2 = M2/M1 < 1
with M2 being the secondary mass, the eccentricity e and
the semi major axis a. In this section, we describe how to
generate the initial conditions of 106 binaries.

2.3.1 Distribution function of the binary parameters

Since the distribution functions of the binary parameters are
not known for Pop III stars, as a first step we use those of
the observed Pop I stars except for the initial mass func-
tion (IMF).

(1) Initial mass

We consider two kinds of the IMF to study the dependence
of the results on IMF. The first one is the Salpeter IMF
(Salpeter 1955) given by

Ψ(M1) ∝ M−2.35
1 , (82)

where Ψ(M1) is the number of stars per unit mass. The
second one is the flat IMS given by

Ψ(M1) ∝ const. (83)

This mass function is suggested by some numerical simula-
tions of the Pop III star formation(Clark et al. 2011). We
set the mass range of 10 M⊙ ! M1 ! 100 M⊙ to the mass
of the primary star, as suggested by the recent numerical
simulations (Hirano et al. 2013).

(2) Initial mass ratio

The distribution function of the initial mass ratio q2 < 1 is
given by

Φ(q2) ∝ const. (84)

This distribution is suggested by the recent obser-
vations of binary systems (Kobulnicky & Fryer 2007;
Kobulnicky et al. 2012). We set the minimum mass ratio
to be q2,min ≡ 10 M⊙/M1, because we assume that the sec-
ondary mass range is the same as that of the primary.

(3) Initial eccentricity

Following Heggie (1975) and
Duquennoy, Mayor & Halbwachs (1991), we use the
distribution function of the initial eccentricity in the form
of

Ξ(e) ∝ e, (85)

for the range of 0 ! e ! 1.

(4) Initial separation

We adopt the logarithmically flat distribution for the initial
semi major axis following Abt (1983) as

Γ(a) ∝ 1
a
, (86)

for the range of Amin ! a ! 106 R⊙. Amin is determined
from Eq. (50) as

Amin =
AL

1− e
(87)

=
0.6q2/31 + ln(1 + q1/31 )

0.49q2/31

R1

1− e
.

AL corresponds to the separation when the primary star fills
its Roche lobe at the peri-astron at the initial time. A binary
should not fill its Roche lobe from the beginning so that we
adopt this minimum separation.
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2.2.5 Coalescence time due to the emission of
gravitational waves

When the stars of a binary system explode or collapse at
the end of their lifetime, the compact star binary is formed.
The compact binary loses the angular momentum and the
orbital energy by the emission of gravitational waves. We use
the slow-motion and weak-field approximation formalism de-
scribed by Peters & Mathews (1963) and Peters (1964). The
equations of the change of the angular momentum, the semi
major axis and the eccentricity are given by

J̇
J

= −32G3M1M2Mtotal

5c5a4

1 + 7
8e

2

(1− e2)5/2
, (75)

ȧ
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However in our simulations, we solve Eqs. (75) and (77).
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In this paper, we calculate the evolution of 106 binaries using
the fitting formulae (see Sec. 2.1.2) and prescriptions for the
binary interactions (see Sec. 2.2). As initial conditions, we
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M1, the mass ratio of secondary to primary q2 = M2/M1 < 1
with M2 being the secondary mass, the eccentricity e and
the semi major axis a. In this section, we describe how to
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Since the distribution functions of the binary parameters are
not known for Pop III stars, as a first step we use those of
the observed Pop I stars except for the initial mass func-
tion (IMF).

(1) Initial mass

We consider two kinds of the IMF to study the dependence
of the results on IMF. The first one is the Salpeter IMF
(Salpeter 1955) given by
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ȧ
a
= −64G3M1M2Mtotal

5c5a4

1 + 73
24e

2 + 37
96e

4

(1− e2)7/2
, (76)

and

ė
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This mass function is suggested by some numerical simula-
tions of the Pop III star formation(Clark et al. 2011). We
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ė
e
= −304G3M1M2Mtotal

15c5a4

1 + 121
304e

2

(1− e2)5/2
. (77)

From Eqs. (76) and (77), we can express a by e as

a
a0

=
1− e20
1− e2

(

e
e0

)12/19
(

1 + 121
304e

2

1 + 121
304e

2
0

)870/2299

, (78)

where a0 and e0 are the initial values of a and e, respectively.
For a/a0 ≪ 1, Eq. (78) is approximated by

e ∼
(

a
a0(1− e20)

)19/12

e0. (79)

For e0 = 0, Eq. (76) is integrated as

tcoal(e0 = 0) = 5
256

a4
0
c

(

GM1
c2

)−1 (GM2
c2

)−1
(

GMtotal
c2

)−1
(80)

= 1010( a0
16 R⊙

)4
(

M1
10 M⊙

)−1 (

M2
10 M⊙

)−1 (

Mtotal
10 M⊙

)−1

yr.

Peters & Mathews (1963) and Peters (1964) found numeri-
cally that for e0 > 0, tmerge(e0) is approximately given by

tcoal(e0) ∼ (1− e20)
7/2tmerge(e0 = 0). (81)

However in our simulations, we solve Eqs. (75) and (77).

2.3 Initial condition

In this paper, we calculate the evolution of 106 binaries using
the fitting formulae (see Sec. 2.1.2) and prescriptions for the
binary interactions (see Sec. 2.2). As initial conditions, we
should set the binary parameters, that is, the primary mass
M1, the mass ratio of secondary to primary q2 = M2/M1 < 1
with M2 being the secondary mass, the eccentricity e and
the semi major axis a. In this section, we describe how to
generate the initial conditions of 106 binaries.

2.3.1 Distribution function of the binary parameters

Since the distribution functions of the binary parameters are
not known for Pop III stars, as a first step we use those of
the observed Pop I stars except for the initial mass func-
tion (IMF).

(1) Initial mass

We consider two kinds of the IMF to study the dependence
of the results on IMF. The first one is the Salpeter IMF
(Salpeter 1955) given by

Ψ(M1) ∝ M−2.35
1 , (82)

where Ψ(M1) is the number of stars per unit mass. The
second one is the flat IMS given by

Ψ(M1) ∝ const. (83)

This mass function is suggested by some numerical simula-
tions of the Pop III star formation(Clark et al. 2011). We
set the mass range of 10 M⊙ ! M1 ! 100 M⊙ to the mass
of the primary star, as suggested by the recent numerical
simulations (Hirano et al. 2013).

(2) Initial mass ratio

The distribution function of the initial mass ratio q2 < 1 is
given by

Φ(q2) ∝ const. (84)

This distribution is suggested by the recent obser-
vations of binary systems (Kobulnicky & Fryer 2007;
Kobulnicky et al. 2012). We set the minimum mass ratio
to be q2,min ≡ 10 M⊙/M1, because we assume that the sec-
ondary mass range is the same as that of the primary.

(3) Initial eccentricity

Following Heggie (1975) and
Duquennoy, Mayor & Halbwachs (1991), we use the
distribution function of the initial eccentricity in the form
of

Ξ(e) ∝ e, (85)

for the range of 0 ! e ! 1.

(4) Initial separation

We adopt the logarithmically flat distribution for the initial
semi major axis following Abt (1983) as

Γ(a) ∝ 1
a
, (86)

for the range of Amin ! a ! 106 R⊙. Amin is determined
from Eq. (50) as

Amin =
AL

1− e
(87)

=
0.6q2/31 + ln(1 + q1/31 )

0.49q2/31

R1

1− e
.

AL corresponds to the separation when the primary star fills
its Roche lobe at the peri-astron at the initial time. A binary
should not fill its Roche lobe from the beginning so that we
adopt this minimum separation.

c⃝ 0000 RAS, MNRAS 000, 000–000

12 T. Kinugawa et al.

2.2.5 Coalescence time due to the emission of
gravitational waves

When the stars of a binary system explode or collapse at
the end of their lifetime, the compact star binary is formed.
The compact binary loses the angular momentum and the
orbital energy by the emission of gravitational waves. We use
the slow-motion and weak-field approximation formalism de-
scribed by Peters & Mathews (1963) and Peters (1964). The
equations of the change of the angular momentum, the semi
major axis and the eccentricity are given by

J̇
J

= −32G3M1M2Mtotal

5c5a4

1 + 7
8e

2

(1− e2)5/2
, (75)

ȧ
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2.3.2 Monte Calro method

We generate the initial conditions of binaries using the above
distribution functions and the Monte Carlo method. In this
paper, we mainly set the total number of binaries Ntotal to
be 106. For example, we describe how to generate the initial
condition of the primary mass. We prepare the homogeneous
random variable X in the interval of 0 ! X ! 1. For random
choice of X, we define M1 by

X ≡

∫M1

Mmin
Ψ(M)dM

∫Mmax

Mmin
Ψ(M)dM

. (88)

For example in the case of the Salpeter IMF with the mass
range of 10 M⊙ ! M1 ! 100 M⊙, M1 is given by

M1 = [10−1.35 −X(10−1.35 − 100−1.35)]−1/1.35 M⊙. (89)

We assign a random number generated by the Mersenne
twister method (Matsumoto & Nishimura 1998) to the num-
ber X and set the primary mass M1. For the other param-
eters (q2, e, and a), we also generate the initial parameters
in the same way. To check the reliability of our Monte Carlo
method, in Appendix A.2, we perform the same simulations
as Hurley, Tout & Pols (2002) and obtain the similar results.
In Appendix A.3, we show the convergence check, that is,
for one model, we performed the simulations with 105, 106

and 107 binaries. The results agree with each other within
the statistical errors.

3 RESULTS

We compute the evolution of 106 binaries having random
values of binary parameters. In this paper, we adopt the
four models as shown in Table 1. Each column represents
the name of the model, population of stars, IMF, mass range
of the primary star, and that of the secondary star, respec-
tively. Models III.s and III.f are simulations of Pop III bi-
naries with the mass range of 10 M⊙ ! M ! 100 M⊙.
For Models III.s and III.f, the Salpeter and flat IMF are
adopted, respectively. Models I.h and I.l are simulations of
Pop I binaries with Hurley’s single stellar fitting formulae
(Hurley, Pols & Tout 2000) for comparison. In both mod-
els, the Salpeter IMF is adopted. For Model I.h, the initial
mass range is 10 M⊙ ! M ! 100 M⊙. For Model I.l, the
initial mass range is 1 M⊙ ! M ! 100 M⊙ to take into
account the typical mass of a Pop I star of ∼ 1M⊙.

The number of the resulting compact binaries formed in
each model is listed in Table 2. The numbers in the parenthe-
sis are the numbers of the resulting compact binaries for the
case of the conservative core merger criterion, which is men-
tioned in Sec. 2.2.3. In addition, the number of the compact
binaries with coalescence time less than 15 Gyr is shown in
Table 3. For compact binaries which merge within 15 Gyr,
we show four tables and three figures to see more details for
each model. In Tables 4, 5, 6 and 7, we describe the for-
mation channels and the evolution histories of the compact
binaries for each model. The abbreviated terms should be
referred to the caption of Table 4. Figure 5 gives the distri-
bution of the coalescence time, which is defined as the time

between the birth of the binary and the merger. The normal-
ization of the vertical axis is dN/d log t/Ntotal. Figures 6 and
7 are the distribution of the total mass (Mtot = M1 + M2)
and the chirp mass (Mchirp = (M1M2)3/5/(M1 +M2)1/5) of
the compact binaries, respectively.

3.1 Pop III compact binaries with the Salpeter

IMF

We now discuss the evolution of Pop III binaries and their
final fate in more detail. Here we focus on Model III.s as the
reference model.

3.1.1 Binary black hole

From Tables 2 and 3, we find that∼ 58 % of Pop III compact
binaries are BH-BHs. Remarkably, ∼ 20 % of the BH-BHs
merge within the age of the universe (∼ 15 Gyr). The coales-
cence time of BH-BHs distributes almost uniformly in log t
and its value is ∼ 10-102 times larger than that of NS-BHs
and NS-NSs (Fig. 5). The total and chirp mass distributions
of the coalescing BH-BHs has a peak at ∼ 50 M⊙ (Fig. 6)
and ∼ 30 M⊙ (Fig. 7), respectively. It is worth to note that
more than ∼ 50% of these BH-BHs does not experience the
CE phase (see Table 4) but RLOF. Therefore, we expect
that the uncertainties of the parameters α and λ in the CE
phase do not affect the major part of the PopIII BH-BH
mergers.

3.1.2 Neutron star – black hole binaries

Although the total number of NS-BHs is comparable to
that of BH-BH binaries, the number of the coalescing NS-
BH within 15 Gyr is very small (Tables 2 and 3). Specif-
ically, only 0.2 % of NS-BHs merges within 15 Gyr. In
our results, the typical mass of a NS-BH is (MNS,MBH) =
(1.4 M⊙, 30 M⊙) and the typical separation is 104-106 R⊙

so that the merging time is much larger than 15Gyr from Eq.
(79). For NS-BH formation, the secondary star evolves into
a neutron star via a supernova explosion after the forma-
tion of the black hole of the primary star. In order to follow
this evolutionary path, the secondary should have mass less
than ∼ 50 M⊙, otherwise the binary disrupts by the sud-
den mass loss at the supernova explosion. However such a
star evolves via a blue supergiant (BSG) with the radiative
envelope for the Pop III case (Fig. 1). Since a star with radia-
tive envelope typically takes a larger value of ζad than those
with convective envelope, such a star is more difficult to sat-
isfy the condition of the onset of the CE phase (ζad < ζL;
Sec. 2.2.3). Therefore, Pop III binaries which form NS-BH
tend to avoid the CE phase. As we described in Sec. 2.2.4, if
the binary system ejects the mass comparable to half of the
total mass at the moment of the secondary supernova ex-
plosion, the separation of the NS-BH is extremely widened.
Thus, the coalescence time due to the emission of the grav-
itational wave tends to be so long that the NS-BHs seldom
merge within 15 Gyr.
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2.3.2 Monte Calro method

We generate the initial conditions of binaries using the above
distribution functions and the Monte Carlo method. In this
paper, we mainly set the total number of binaries Ntotal to
be 106. For example, we describe how to generate the initial
condition of the primary mass. We prepare the homogeneous
random variable X in the interval of 0 ! X ! 1. For random
choice of X, we define M1 by

X ≡

∫M1

Mmin
Ψ(M)dM

∫Mmax

Mmin
Ψ(M)dM

. (88)

For example in the case of the Salpeter IMF with the mass
range of 10 M⊙ ! M1 ! 100 M⊙, M1 is given by

M1 = [10−1.35 −X(10−1.35 − 100−1.35)]−1/1.35 M⊙. (89)

We assign a random number generated by the Mersenne
twister method (Matsumoto & Nishimura 1998) to the num-
ber X and set the primary mass M1. For the other param-
eters (q2, e, and a), we also generate the initial parameters
in the same way. To check the reliability of our Monte Carlo
method, in Appendix A.2, we perform the same simulations
as Hurley, Tout & Pols (2002) and obtain the similar results.
In Appendix A.3, we show the convergence check, that is,
for one model, we performed the simulations with 105, 106

and 107 binaries. The results agree with each other within
the statistical errors.

3 RESULTS

We compute the evolution of 106 binaries having random
values of binary parameters. In this paper, we adopt the
four models as shown in Table 1. Each column represents
the name of the model, population of stars, IMF, mass range
of the primary star, and that of the secondary star, respec-
tively. Models III.s and III.f are simulations of Pop III bi-
naries with the mass range of 10 M⊙ ! M ! 100 M⊙.
For Models III.s and III.f, the Salpeter and flat IMF are
adopted, respectively. Models I.h and I.l are simulations of
Pop I binaries with Hurley’s single stellar fitting formulae
(Hurley, Pols & Tout 2000) for comparison. In both mod-
els, the Salpeter IMF is adopted. For Model I.h, the initial
mass range is 10 M⊙ ! M ! 100 M⊙. For Model I.l, the
initial mass range is 1 M⊙ ! M ! 100 M⊙ to take into
account the typical mass of a Pop I star of ∼ 1M⊙.

The number of the resulting compact binaries formed in
each model is listed in Table 2. The numbers in the parenthe-
sis are the numbers of the resulting compact binaries for the
case of the conservative core merger criterion, which is men-
tioned in Sec. 2.2.3. In addition, the number of the compact
binaries with coalescence time less than 15 Gyr is shown in
Table 3. For compact binaries which merge within 15 Gyr,
we show four tables and three figures to see more details for
each model. In Tables 4, 5, 6 and 7, we describe the for-
mation channels and the evolution histories of the compact
binaries for each model. The abbreviated terms should be
referred to the caption of Table 4. Figure 5 gives the distri-
bution of the coalescence time, which is defined as the time

between the birth of the binary and the merger. The normal-
ization of the vertical axis is dN/d log t/Ntotal. Figures 6 and
7 are the distribution of the total mass (Mtot = M1 + M2)
and the chirp mass (Mchirp = (M1M2)3/5/(M1 +M2)1/5) of
the compact binaries, respectively.

3.1 Pop III compact binaries with the Salpeter

IMF

We now discuss the evolution of Pop III binaries and their
final fate in more detail. Here we focus on Model III.s as the
reference model.

3.1.1 Binary black hole

From Tables 2 and 3, we find that∼ 58 % of Pop III compact
binaries are BH-BHs. Remarkably, ∼ 20 % of the BH-BHs
merge within the age of the universe (∼ 15 Gyr). The coales-
cence time of BH-BHs distributes almost uniformly in log t
and its value is ∼ 10-102 times larger than that of NS-BHs
and NS-NSs (Fig. 5). The total and chirp mass distributions
of the coalescing BH-BHs has a peak at ∼ 50 M⊙ (Fig. 6)
and ∼ 30 M⊙ (Fig. 7), respectively. It is worth to note that
more than ∼ 50% of these BH-BHs does not experience the
CE phase (see Table 4) but RLOF. Therefore, we expect
that the uncertainties of the parameters α and λ in the CE
phase do not affect the major part of the PopIII BH-BH
mergers.

3.1.2 Neutron star – black hole binaries

Although the total number of NS-BHs is comparable to
that of BH-BH binaries, the number of the coalescing NS-
BH within 15 Gyr is very small (Tables 2 and 3). Specif-
ically, only 0.2 % of NS-BHs merges within 15 Gyr. In
our results, the typical mass of a NS-BH is (MNS,MBH) =
(1.4 M⊙, 30 M⊙) and the typical separation is 104-106 R⊙

so that the merging time is much larger than 15Gyr from Eq.
(79). For NS-BH formation, the secondary star evolves into
a neutron star via a supernova explosion after the forma-
tion of the black hole of the primary star. In order to follow
this evolutionary path, the secondary should have mass less
than ∼ 50 M⊙, otherwise the binary disrupts by the sud-
den mass loss at the supernova explosion. However such a
star evolves via a blue supergiant (BSG) with the radiative
envelope for the Pop III case (Fig. 1). Since a star with radia-
tive envelope typically takes a larger value of ζad than those
with convective envelope, such a star is more difficult to sat-
isfy the condition of the onset of the CE phase (ζad < ζL;
Sec. 2.2.3). Therefore, Pop III binaries which form NS-BH
tend to avoid the CE phase. As we described in Sec. 2.2.4, if
the binary system ejects the mass comparable to half of the
total mass at the moment of the secondary supernova ex-
plosion, the separation of the NS-BH is extremely widened.
Thus, the coalescence time due to the emission of the grav-
itational wave tends to be so long that the NS-BHs seldom
merge within 15 Gyr.
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Table 11. The convergence check of Monte Carlo simulations for Model III.s. Each column means the number of binaries, the number
of the coalescing NS-NSs, NS-BHs, and BH-BHs, respectively.

Total number NSNS NSBH BHBH

105 0 11 2593
106 5 64 25536
107 27 562 254346
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Table 1. The model description for the Monte Carlo simulations. Each column represents the name of the model, population of stars,
IMF, mass range of the primary star and that of the secondary star, respectively. Models III.s and III.f are simulations of Pop III binaries
with the mass range of 10 M⊙ ! M ! 100 M⊙. For Models III.s and III.f, the Salpeter and flat IMF is adopetd, respectively. Models I.h
and I.l are simulations of Pop I binaries with Hurley’s single stellar fitting formulae (Hurley, Pols & Tout 2000) for comparison. In both
models, the Salpeter IMF is adopted. For Model I.h, the initial mass range is 10 M⊙ ! M ! 100 M⊙. For Model I.l, the initial mass
range is 1 M⊙ ! M ! 100 M⊙ to take into account the typical mass of a Pop I star is ∼ 1M⊙.

model population IMF primary mass range secondary mass range

III.s III Salpeter 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

III.f III Flat 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

I.h I Salpeter 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

I.l I Salpeter 1 M⊙ ! M1 ! 100 M⊙ 0.5 M⊙ ! M2 ! M1

Table 2. The number of the compact binaries formed in each model. Each column represents the model name, and the number of
NS-NSs, NS-BHs, and BH-BHs, respectively. The numbers in the parenthesis are for the case of the conservative core-merger criterion
while those without the parenthesis are for the case of the optimistic core-merger criterion. The definition of optimistic and conservative
core-merger criteria are shown in Sec. 2.2.3.

NS-NS NS-BH BH-BH

Model III.s 5(1994) 93085 (93793) 132534 (133485)
Model III.f 0 (279) 185335 (187638) 517067 (522581)
Model I.h 58724 (60715) 73193 (76277) 108184 (108734)
Model I.l 1847 (1865) 2264 (2354) 3559 (3578)

in Model I.l is larger than or comparable to that in Model
III.s.

In these calculations, we do not take into account the
angular momentum transfer due to the magnetic braking
even for Models I.h and I.l. This is because we would
like to clarify the qualitative difference between the two
populations, by comparing the formation channels of Pop
III and Pop I compact binaries under the same conditions.

4 POP III COMPACT BINARY MERGER

RATE

4.1 Star formation rate of Pop III stars

In order to calculate the merger rates and history of com-
pact binaries formed in the early universe, the information
about Pop III star formation rates (SFRs) is needed. We
here adopt the SFR calculated by a semi-analytical ap-
proach (de Souza, Yoshida & Ioka 2011), in which the fol-
lowing three effects are taken into account: (1) effect of the
radiative feedback on Pop III star formation, (2) inhomoge-
neous reionization of the intergalactic medium (IGM), and
(3) chemical evolution of the IGM.

Pop III stars (=the stars without heavy metal) are
categorized into two types; Pop III.1 and Pop III.2 stars.
Pop III.1 stars are the very first stars (Tegmark et al. 1997;
Bromm, Coppi & Larson 2002; Abel, Bryan & Norman
2002; Yoshida et al. 2006). On the other hand, the Pop
III.2 stars are the second generation of stars born from

pristine gas affected by the some feedbacks from earlier
stars, e.g., ultraviolet radiations and supernovae (SNe)
(Johnson & Bromm 2006; Yoshida, Omukai & Hernquist
2007). We take into account the contributions from both
types of Pop III stars in the Pop III SFR.

The metal enrichment in the IGM is also important. In
the early universe, the metal pollution is mainly driven by
the Pop III SNe (e.g., Madau, Ferrara & Rees 2001). Since
the mechanisms of metal pollution are highly uncertain.
de Souza, Yoshida & Ioka (2011) assumes that the metal en-
richment proceeds until the region where the galactic out-
flows have reached. In the polluted gas, low mass Pop II
stars are expected to be formed because of the efficient metal
and dust cooling (Omukai et al. 2005; Schneider et al. 2006;
Dopcke et al. 2013). In their model, the Pop III star for-
mation turns off in metal-enriched regions by the galactic
winds. The star formation rate density (comoving) is shown
in figure 8. The red line is the the total SFR density of Pop
III stars, and the green and blue lines are those of Pop III.1
and Pop III.2 stars, respectively.

4.2 Pop III compact binary merger rates

In this subsection, we show the history of the merger rate
density of Pop III compact binaries in the universe. The
merger rate density is calculated using the results in the
previous section and the Pop III SFR density described in
Sec. 4.1. We define Ri(t) [Myr−1 Mpc−3] as the merger rate
density at a certain age of the universe t and calculate it
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Table 1. The model description for the Monte Carlo simulations. Each column represents the name of the model, population of stars,
IMF, mass range of the primary star and that of the secondary star, respectively. Models III.s and III.f are simulations of Pop III binaries
with the mass range of 10 M⊙ ! M ! 100 M⊙. For Models III.s and III.f, the Salpeter and flat IMF is adopetd, respectively. Models I.h
and I.l are simulations of Pop I binaries with Hurley’s single stellar fitting formulae (Hurley, Pols & Tout 2000) for comparison. In both
models, the Salpeter IMF is adopted. For Model I.h, the initial mass range is 10 M⊙ ! M ! 100 M⊙. For Model I.l, the initial mass
range is 1 M⊙ ! M ! 100 M⊙ to take into account the typical mass of a Pop I star is ∼ 1M⊙.

model population IMF primary mass range secondary mass range

III.s III Salpeter 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

III.f III Flat 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

I.h I Salpeter 10 M⊙ ! M1 ! 100 M⊙ 10 M⊙ ! M2 ! M1

I.l I Salpeter 1 M⊙ ! M1 ! 100 M⊙ 0.5 M⊙ ! M2 ! M1

Table 2. The number of the compact binaries formed in each model. Each column represents the model name, and the number of
NS-NSs, NS-BHs, and BH-BHs, respectively. The numbers in the parenthesis are for the case of the conservative core-merger criterion
while those without the parenthesis are for the case of the optimistic core-merger criterion. The definition of optimistic and conservative
core-merger criteria are shown in Sec. 2.2.3.

NS-NS NS-BH BH-BH

Model III.s 5(1994) 93085 (93793) 132534 (133485)
Model III.f 0 (279) 185335 (187638) 517067 (522581)
Model I.h 58724 (60715) 73193 (76277) 108184 (108734)
Model I.l 1847 (1865) 2264 (2354) 3559 (3578)

in Model I.l is larger than or comparable to that in Model
III.s.

In these calculations, we do not take into account the
angular momentum transfer due to the magnetic braking
even for Models I.h and I.l. This is because we would
like to clarify the qualitative difference between the two
populations, by comparing the formation channels of Pop
III and Pop I compact binaries under the same conditions.

4 POP III COMPACT BINARY MERGER

RATE

4.1 Star formation rate of Pop III stars

In order to calculate the merger rates and history of com-
pact binaries formed in the early universe, the information
about Pop III star formation rates (SFRs) is needed. We
here adopt the SFR calculated by a semi-analytical ap-
proach (de Souza, Yoshida & Ioka 2011), in which the fol-
lowing three effects are taken into account: (1) effect of the
radiative feedback on Pop III star formation, (2) inhomoge-
neous reionization of the intergalactic medium (IGM), and
(3) chemical evolution of the IGM.

Pop III stars (=the stars without heavy metal) are
categorized into two types; Pop III.1 and Pop III.2 stars.
Pop III.1 stars are the very first stars (Tegmark et al. 1997;
Bromm, Coppi & Larson 2002; Abel, Bryan & Norman
2002; Yoshida et al. 2006). On the other hand, the Pop
III.2 stars are the second generation of stars born from

pristine gas affected by the some feedbacks from earlier
stars, e.g., ultraviolet radiations and supernovae (SNe)
(Johnson & Bromm 2006; Yoshida, Omukai & Hernquist
2007). We take into account the contributions from both
types of Pop III stars in the Pop III SFR.

The metal enrichment in the IGM is also important. In
the early universe, the metal pollution is mainly driven by
the Pop III SNe (e.g., Madau, Ferrara & Rees 2001). Since
the mechanisms of metal pollution are highly uncertain.
de Souza, Yoshida & Ioka (2011) assumes that the metal en-
richment proceeds until the region where the galactic out-
flows have reached. In the polluted gas, low mass Pop II
stars are expected to be formed because of the efficient metal
and dust cooling (Omukai et al. 2005; Schneider et al. 2006;
Dopcke et al. 2013). In their model, the Pop III star for-
mation turns off in metal-enriched regions by the galactic
winds. The star formation rate density (comoving) is shown
in figure 8. The red line is the the total SFR density of Pop
III stars, and the green and blue lines are those of Pop III.1
and Pop III.2 stars, respectively.

4.2 Pop III compact binary merger rates

In this subsection, we show the history of the merger rate
density of Pop III compact binaries in the universe. The
merger rate density is calculated using the results in the
previous section and the Pop III SFR density described in
Sec. 4.1. We define Ri(t) [Myr−1 Mpc−3] as the merger rate
density at a certain age of the universe t and calculate it
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Table 3. The number of the compact binaries with coalescence time less than 15 Gyr among those in Table 2. Notations are the same
as Table 2.

NS-NS NS-BH BH-BH

Model III.s 5 (1994) 64 (164) 25536 (26468)
Model III.f 0 (279) 50 (149) 115056 (120532)
Model I.h 20149 (21155) 2703 (3664) 3928 (3976)
Model I.l 776 (785) 99 (134) 150 (151)

Table 4. The formation channels of each compact binaries which merge within 15 Gyr for the case of Model III.s. Each column represents
the formation channel, the fraction which each channel occupies, and the evolution history. Here, RLOF, CE, DCE, SN, CE+SN, and
DCE+SN represents the Roche lobe over flow, CE phase, double CE phase, supernova explosion or direct collapse, supernova explosion
or direct collapse as soon as after the CE phase, and supernova explosion or the direct collapse as soon as after the double CE phase,
respectively.

Channel Fraction Evolution History

NSNS 1 80.0% (0.4%) SN:1, CE+SN:2
NSNS 2 20% (99.6%) RLOF:1→2, SN:1, CE+SN:2
NSNS others 0% (0%) The others

NSBH 1 86.8% (90.5%) RLOF:1→2, SN:1, CE+SN:2
NSBH 2 8.8% (3.6%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 3 2.9% (1.2%) SN:1, CE+SN:2
NSBH 4 1.5% (0.6%) CE:1, SN:1, RLOF:2→1, SN:2
NSBH 5 0% (1.8%) CE:1, RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 6 0% (1.8%) CE+SN:1, RLOF:2→1, SN:2
NSBH others 0% (0.5%) The others

BHBH 1 55.3% (53.5%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
BHBH 2 13.3% (12.7%) RLOF:1→2, SN:1, RLOF:2→1, CE+SN:2
BHBH 3 8.1% (7.9%) RLOF:1→2, CE+SN:1, RLOF:2→1, SN:2
BHBH 4 6.2% (6.0%) CE:1, SN:1, RLOF:2→1, SN:2
BHBH 5 5.5% (5.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, CE+SN:2
BHBH 6 2.9% (2.8%) CE:1, SN:1, RLOF:2→1, CE+SN:2
BHBH 7 1.5% (1.7%) CE+SN:1, RLOF:2→1, SN:2
BHBH 8 1.3% (1.3%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 9 1.1% (1.1%) DCE+SN:1, SN:2
BHBH 10 1.1% (1.1%) DCE, SN:1, SN:2
BHBH 11 1.1% (1.1%) RLOF:1→2, SN:1, CE+SN:2
BHBH others 2.6% (5.5%) The others

from

Ri(t) =

∫ t

0

fb
SFR(t′)
⟨M⟩

Ni(t− t′)
Ntotal

dt′, (90)

where the subscript i denotes the type of compact binaries
(NS-NS, NS-BH, or BH-BH), fb is the initial binary fraction
here taken 1/3, ⟨M⟩ [M⊙] is the mean initial stellar mass,
SFR(t′) [M⊙ yr−1 Mpc−3] is the Pop III SFR density at t′,
Ntotal is the total number of simulated stars, and Ni(t −
t′)dt′ is the number of compact binaries which are formed
during the time interval of [t′, t′ + dt′] and merge at the
time t. The resulting Ri(t) is shown in Fig. 9 for the four
cases with different IMFs (Salpeter or flat) and core-merger
criteria (optimistic or conservative; see Sec. 2.2.3). Note that
the difference in the core-merger criteria does not affect the
merger rate density so much, and the difference in the IMFs
varies Ri(t) by a factor of five.

In Model III.s (the Salpeter IMF), the current merger

rate density (z = 0) of Pop III BH-BHs is estimated as (see
Fig. 9)

RBHBH ∼ 0.012

(

SFRp

10−2.5 M⊙yr−1Mpc−3

)

Errsys Myr−1Mpc−3,

(91)
where SFRp is the peak value of Pop III SFR den-
sity in Fig. 8, and Errsys is the possible systematic er-
rors on the assumption in the Pop III binary population
synthesis. Errsys = 1 corresponds to adopting distribu-
tion functions of semi-major axis a, eccentricity e, and
the binary parameters for Pop I stars. Note that these
might be different for Pop III stars, so that in general
Errsys ̸= 1. Adopting that the number density of galaxies
is ngalaxy ∼ 0.01 Mpc−3 (Cross et al. 2001), the galactic
merger rate of Pop III BH-BHs is estimated as RBHBH,gal ∼
1.2 Myr−1 galaxy−1. For Model III.f (the flat IMF), the cur-
rent merger rate density of the Pop III BH-BHs is estimated
as RBHBH ∼ 0.025 Myr−1Mpc−3, and the galactic merger
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Table 3. The number of the compact binaries with coalescence time less than 15 Gyr among those in Table 2. Notations are the same
as Table 2.

NS-NS NS-BH BH-BH

Model III.s 5 (1994) 64 (164) 25536 (26468)
Model III.f 0 (279) 50 (149) 115056 (120532)
Model I.h 20149 (21155) 2703 (3664) 3928 (3976)
Model I.l 776 (785) 99 (134) 150 (151)

Table 4. The formation channels of each compact binaries which merge within 15 Gyr for the case of Model III.s. Each column represents
the formation channel, the fraction which each channel occupies, and the evolution history. Here, RLOF, CE, DCE, SN, CE+SN, and
DCE+SN represents the Roche lobe over flow, CE phase, double CE phase, supernova explosion or direct collapse, supernova explosion
or direct collapse as soon as after the CE phase, and supernova explosion or the direct collapse as soon as after the double CE phase,
respectively.

Channel Fraction Evolution History

NSNS 1 80.0% (0.4%) SN:1, CE+SN:2
NSNS 2 20% (99.6%) RLOF:1→2, SN:1, CE+SN:2
NSNS others 0% (0%) The others

NSBH 1 86.8% (90.5%) RLOF:1→2, SN:1, CE+SN:2
NSBH 2 8.8% (3.6%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 3 2.9% (1.2%) SN:1, CE+SN:2
NSBH 4 1.5% (0.6%) CE:1, SN:1, RLOF:2→1, SN:2
NSBH 5 0% (1.8%) CE:1, RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 6 0% (1.8%) CE+SN:1, RLOF:2→1, SN:2
NSBH others 0% (0.5%) The others

BHBH 1 55.3% (53.5%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
BHBH 2 13.3% (12.7%) RLOF:1→2, SN:1, RLOF:2→1, CE+SN:2
BHBH 3 8.1% (7.9%) RLOF:1→2, CE+SN:1, RLOF:2→1, SN:2
BHBH 4 6.2% (6.0%) CE:1, SN:1, RLOF:2→1, SN:2
BHBH 5 5.5% (5.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, CE+SN:2
BHBH 6 2.9% (2.8%) CE:1, SN:1, RLOF:2→1, CE+SN:2
BHBH 7 1.5% (1.7%) CE+SN:1, RLOF:2→1, SN:2
BHBH 8 1.3% (1.3%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 9 1.1% (1.1%) DCE+SN:1, SN:2
BHBH 10 1.1% (1.1%) DCE, SN:1, SN:2
BHBH 11 1.1% (1.1%) RLOF:1→2, SN:1, CE+SN:2
BHBH others 2.6% (5.5%) The others

from

Ri(t) =

∫ t

0

fb
SFR(t′)
⟨M⟩

Ni(t− t′)
Ntotal

dt′, (90)

where the subscript i denotes the type of compact binaries
(NS-NS, NS-BH, or BH-BH), fb is the initial binary fraction
here taken 1/3, ⟨M⟩ [M⊙] is the mean initial stellar mass,
SFR(t′) [M⊙ yr−1 Mpc−3] is the Pop III SFR density at t′,
Ntotal is the total number of simulated stars, and Ni(t −
t′)dt′ is the number of compact binaries which are formed
during the time interval of [t′, t′ + dt′] and merge at the
time t. The resulting Ri(t) is shown in Fig. 9 for the four
cases with different IMFs (Salpeter or flat) and core-merger
criteria (optimistic or conservative; see Sec. 2.2.3). Note that
the difference in the core-merger criteria does not affect the
merger rate density so much, and the difference in the IMFs
varies Ri(t) by a factor of five.

In Model III.s (the Salpeter IMF), the current merger

rate density (z = 0) of Pop III BH-BHs is estimated as (see
Fig. 9)

RBHBH ∼ 0.012

(

SFRp

10−2.5 M⊙yr−1Mpc−3

)

Errsys Myr−1Mpc−3,

(91)
where SFRp is the peak value of Pop III SFR den-
sity in Fig. 8, and Errsys is the possible systematic er-
rors on the assumption in the Pop III binary population
synthesis. Errsys = 1 corresponds to adopting distribu-
tion functions of semi-major axis a, eccentricity e, and
the binary parameters for Pop I stars. Note that these
might be different for Pop III stars, so that in general
Errsys ̸= 1. Adopting that the number density of galaxies
is ngalaxy ∼ 0.01 Mpc−3 (Cross et al. 2001), the galactic
merger rate of Pop III BH-BHs is estimated as RBHBH,gal ∼
1.2 Myr−1 galaxy−1. For Model III.f (the flat IMF), the cur-
rent merger rate density of the Pop III BH-BHs is estimated
as RBHBH ∼ 0.025 Myr−1Mpc−3, and the galactic merger
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Table 5. The same as Table 4, but for Model III.f.

Channel Fraction Evolutionary History

NSNS 2 0% (100%) RLOF:1→2, SN:1, CE+SN:2
NSNS others 0% (0%) The others

NSBH 1 54.4% (52.2%) RLOF:1→2, SN:1, CE+SN:2
NSBH 2 12.3% (4.5%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 3 1.7% (0.6%) SN:1, CE+SN:2
NSBH 4 28.1% (10.2%) CE:1, SN:1, RLOF:2→1, SN:2
NSBH 5 3.5% (29.9%) CE:1, RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 6 0% (1.9%) CE+SN:1, RLOF:2→1, SN:2
NSBH others 0% (0.7%) The others

BHBH 1 36.9% (35.4%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
BHBH 2 16.3% (15.7%) RLOF:1→2, SN:1, RLOF:2→1, CE+SN:2
BHBH 3 8.6% (8.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, SN:2
BHBH 4 8.5% (8.2%) CE:1, SN:1, RLOF:2→1, SN:2
BHBH 5 11.8% (11.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, CE+SN:2
BHBH 6 6.3% (6.1%) CE:1, SN:1, RLOF:2→1, CE+SN:2
BHBH 7 0.8% (0.9%) CE+SN:1, RLOF:2→1, SN:2
BHBH 8 2.2% (2.1%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 9 1.9% (1.8%) DCE+SN:1, SN:2
BHBH 10 2.3% (2.2%) DCE, SN:1, SN:2
BHBH 11 0.8% (0.8%) RLOF:1→2, SN:1, CE+SN:2
BHBH others 3.6% (7.2%) The others

Table 6. The same as Table 4, but for Model I.h.

Channel Fraction Evolutionary History

NSNS 3 51.2% (49.7%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSNS 4 24.7% (24.0%) CE:1, SN:1, CE:2, CE+SN:2
NSNS 5 6.9% (8.7%) CE:1, CE+SN:1, CE+SN:2
NSNS 6 4.5% (4.4%) CE:1, SN:1, CE:2, RLOF:2→1 CE+SN:2
NSNS 7 4.0% (4.1%) DCE, CE+SN:1, CE+SN:2
NSNS others 8.7% (9.1%) The others

NSBH 7 47.7% (37.7%) CE:1, SN:1, CE:2, CE+SN:2
NSBH 8 13.2% (13.9%) RLOF:1→2, SN:1, CE:2, SN:2
NSBH 9 10.0%(16.2%) CE:1, SN:1, CE:2, SN:2
NSBH 10 9.1% (10.8%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSBH 11 7.5% (5.3%) CE:1, SN:1, RLOF:2→1, CE+SN:2
NSBH others 12.5% (16.1%) The others

BHBH 8 6.2% (6.0%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 12 80.5% (78.4%) RLOF:1→2, SN:1, CE:2, SN:2
BHBH 13 8.4% (9.1%) DCE+SN:1, RLOF:2→1, SN:2
BHBH others 4.9% (6.5%) The others

rate as RBHBH,gal ∼ 2.5 Myr−1 galaxy−1. It is worth to note
that these rates are an order of magnitude smaller than the
lower limits of the merger rate of the NS-NSs derived from
the observed NS-NSs (Kalogera et al. 2004b). We also note
that although the number of merging BH-BHs is ∼ 4 times
larger for Model III.s than for Model III.s from Table 3, the
merger rate is only a factor 2 larger. This comes from the
difference in the mass distribution (see Figs. 6 and 7).

4.3 Expected cumulative distribution as a

function of cosmological z

First of all, from the chirp signal of a coalescing compact bi-
nary, we obtain the redshifted mass M1z = (1+z)M1, M2z =
(1+z)M2 and the amplitude of the gravitational waves which

is proportional8 to M5/6
cz /dL(z), where Mcz is the redshifted

8 The amplitude of the gravitational waves depends also on the
sky position of the binary and the orbital inclination angle. These
quantities will be determined from the amplitude, phase, and ar-
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Table 5. The same as Table 4, but for Model III.f.

Channel Fraction Evolutionary History

NSNS 2 0% (100%) RLOF:1→2, SN:1, CE+SN:2
NSNS others 0% (0%) The others

NSBH 1 54.4% (52.2%) RLOF:1→2, SN:1, CE+SN:2
NSBH 2 12.3% (4.5%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 3 1.7% (0.6%) SN:1, CE+SN:2
NSBH 4 28.1% (10.2%) CE:1, SN:1, RLOF:2→1, SN:2
NSBH 5 3.5% (29.9%) CE:1, RLOF:1→2, SN:1, RLOF:2→1, SN:2
NSBH 6 0% (1.9%) CE+SN:1, RLOF:2→1, SN:2
NSBH others 0% (0.7%) The others

BHBH 1 36.9% (35.4%) RLOF:1→2, SN:1, RLOF:2→1, SN:2
BHBH 2 16.3% (15.7%) RLOF:1→2, SN:1, RLOF:2→1, CE+SN:2
BHBH 3 8.6% (8.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, SN:2
BHBH 4 8.5% (8.2%) CE:1, SN:1, RLOF:2→1, SN:2
BHBH 5 11.8% (11.3%) RLOF:1→2, CE+SN:1, RLOF:2→1, CE+SN:2
BHBH 6 6.3% (6.1%) CE:1, SN:1, RLOF:2→1, CE+SN:2
BHBH 7 0.8% (0.9%) CE+SN:1, RLOF:2→1, SN:2
BHBH 8 2.2% (2.1%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 9 1.9% (1.8%) DCE+SN:1, SN:2
BHBH 10 2.3% (2.2%) DCE, SN:1, SN:2
BHBH 11 0.8% (0.8%) RLOF:1→2, SN:1, CE+SN:2
BHBH others 3.6% (7.2%) The others

Table 6. The same as Table 4, but for Model I.h.

Channel Fraction Evolutionary History

NSNS 3 51.2% (49.7%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSNS 4 24.7% (24.0%) CE:1, SN:1, CE:2, CE+SN:2
NSNS 5 6.9% (8.7%) CE:1, CE+SN:1, CE+SN:2
NSNS 6 4.5% (4.4%) CE:1, SN:1, CE:2, RLOF:2→1 CE+SN:2
NSNS 7 4.0% (4.1%) DCE, CE+SN:1, CE+SN:2
NSNS others 8.7% (9.1%) The others

NSBH 7 47.7% (37.7%) CE:1, SN:1, CE:2, CE+SN:2
NSBH 8 13.2% (13.9%) RLOF:1→2, SN:1, CE:2, SN:2
NSBH 9 10.0%(16.2%) CE:1, SN:1, CE:2, SN:2
NSBH 10 9.1% (10.8%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSBH 11 7.5% (5.3%) CE:1, SN:1, RLOF:2→1, CE+SN:2
NSBH others 12.5% (16.1%) The others

BHBH 8 6.2% (6.0%) RLOF:1→2, DCE+SN:1, SN:2
BHBH 12 80.5% (78.4%) RLOF:1→2, SN:1, CE:2, SN:2
BHBH 13 8.4% (9.1%) DCE+SN:1, RLOF:2→1, SN:2
BHBH others 4.9% (6.5%) The others

rate as RBHBH,gal ∼ 2.5 Myr−1 galaxy−1. It is worth to note
that these rates are an order of magnitude smaller than the
lower limits of the merger rate of the NS-NSs derived from
the observed NS-NSs (Kalogera et al. 2004b). We also note
that although the number of merging BH-BHs is ∼ 4 times
larger for Model III.s than for Model III.s from Table 3, the
merger rate is only a factor 2 larger. This comes from the
difference in the mass distribution (see Figs. 6 and 7).

4.3 Expected cumulative distribution as a

function of cosmological z

First of all, from the chirp signal of a coalescing compact bi-
nary, we obtain the redshifted mass M1z = (1+z)M1, M2z =
(1+z)M2 and the amplitude of the gravitational waves which

is proportional8 to M5/6
cz /dL(z), where Mcz is the redshifted

8 The amplitude of the gravitational waves depends also on the
sky position of the binary and the orbital inclination angle. These
quantities will be determined from the amplitude, phase, and ar-

c⃝ 0000 RAS, MNRAS 000, 000–000

���

18 T. Kinugawa et al.

Table 7. The same as Table 4, but for Model I.l.

Channel Fraction Evolutionary History

NSNS 3 66.9% (66.4%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSNS 4 19.9% (19.7%) CE:1, SN:1, CE:2, CE+SN:2
NSNS 5 1.1% (1.4%) CE:1, CE+SN:1, CE+SN:2
NSNS 6 3.8% (3.7%) CE:1, SN:1, CE:2, RLOF:2→1 CE+SN:2
NSNS 7 1.5% (1.5%) DCE, CE+SN:1, CE+SN:2
NSNS others 7.8% (7.3%) The others

NSBH 7 51.3% (43.5%) CE:1, SN:1, CE:2, CE+SN:2
NSBH 8 10.1% (12.4%) RLOF:1→2, SN:1, CE:2, SN:2
NSBH 9 10.9%(18.0%) CE:1, SN:1, CE:2, SN:2
NSBH 10 6.7% (6.2%) RLOF:1→2, SN:1, CE:2, CE+SN:2
NSBH 11 6.7% (7.5%) CE:1, SN:1, RLOF:2→1, CE+SN:2
NSBH others 14.3% (12.4%) The others

BHBH 12 80.0% (76.7%) RLOF:1→2, SN:1, CE:2, SN:2
BHBH 14 11.5% (12.2%) RLOF:1→2, SN:1, CE:2, CE+SN:2
BHBH others 18.5% (11.1%) The others

chirp mass defined by (M3/5
1z M3/5

2z )(M1z+M2z)
−1/5 and the

luminosity distance (dL(z)) (Seto, Kawamura & Nakamura
2001). The luminosity distance is defined by

dL(z) =
c
H0

(1 + z)

∫ z

0

dz
√

Ωm(1 + z)3 +ΩΛ

, (92)

where c,H0,Ωm and ΩΛ are the light velocity, the present
Hubble parameter, the matter density parameter and the
dark energy parameter, respectively. These values are now
well determined (Planck Collaboration 2013) so that we
have the three relations among three unknown variables,
M1,M2 and z, respectively. Then we can determine the val-
ues of M1,M2 and z, even if we can not determine the red-
shift of the host galaxy or even if we can not determine the
angular position of the observed compact binary precisely
by identifying the host galaxy. The error of these values are
order (S/N)−1. The comoving distance for a given redshift
z is defined by

r(z) =
c
H0

∫ z

0

dz
√

Ωm(1 + z)3 + ΩΛ

. (93)

Now writing the merger rate of a Pop III BH-BH per co-
moving volume as Rm(z), we have the observed cumulative
redshift number distribution of the coalescing Pop III BH-
BHs N(z) as

N(z) = 4π

∫ z

0

Rm(z)r(z)2
1

1 + z
dr
dz

dz, (94)

where 1/(1 + z) is the effect of the cosmological time dila-
tion. From Fig. 9 (a) and (b), we can regard that Rm(z) is
essentially constant up to z ∼ 1, so that we expect roughly

N(z) ∝
∫ z

0

r(z)2
1

1 + z
dr
dz

dz. (95)

rival time of the signals with a detector network. Here we focus
only on the quantities depending on the cosmological redshift z
for simplicity.

The above equation shows that the cumulative distribution
of Pop III coalescing BH-BHs depends roughly only on the
cosmological parameters Ωm,ΩΛ and z. Figure 10 shows the
z dependence of Eq. (95). From our simulations, the chirp
mass distribution of Pop III BH-BHs is upward to the high
mass and has a peak at ∼ 30 M⊙. The compact objects
in IC10 X-1 and NGC300 X-1 are believed to be around
30 M⊙ and they can become coalescing massive BH-BHs
whose chirp masses are 11-26 M⊙(See Bulik, Belczynski &
Prestwich 2011). Thus, Pop I stars might become coalesc-
ing massive BH-BHs. However, the typical mass of Pop I
BH is around 10 M⊙ and massive BH like IC10 X-1 and
NGC300 X-1 would be rare (See Figure1 in Belczynski et
al. 2012) so that the chirp mass distribution of Pop I BH-
BHs might be flat or downward to high mass. Therefore, we
might confirm the existence of Pop III black holes by the
determination of the chirp mass distribution. From Fig. 9,
the merger rate of Pop III BH-BHs per comoving volume
up to z ∼ 1 is essentially constant. The expected event rate
of the coalescing Pop III BH-BHs by KAGRA, Adv. LIGO,
Adv. Virgo and GEO network is ∼ 140 (68) yr−1 up to
∼ 1500 Mpc (z = 0.28) for the flat (Salpeter) IMF with the
fiducial parameter values of SFRp ∼ 10−2.5 M⊙yr−1Mpc−3

and Errsys = 1. Therefore, by checking if the observed cu-
mulative redshift distribution agrees with the results of our
simulations, we can confirm the existence of Pop III mas-
sive stars. Here we note that the density fluctuation of the
PopIII BH-BHs at the local Universe does not affect the
event rate. Because the spacial distribution for the sources
at > 8Mpc (z = 0.002) is almost uniform. Moreover, cos-
mological simulations studying the hierarchically merging
of halos suggest most galaxies could include a large number
of the mini-halos where PopIII stars form (e.g., Greif et al.
2008; Bromm & Yoshida 2011; Rashkov et al. 2012).

By the third generation of the detectors such as Einstein
Telescope (ET)9, we expect∼ 80 times more events per year.

9 http://www.et-gw.eu
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Figure 5. The normalized coalescence time distribution of compact binaries for each model. Each panel corresponds to Models III.s (a),
III.f (b), I.h (c), and I.l (d), respectively. In each figure, the red, green, and blue lines correspond to the NS-NSs, NS-BHs, and BH-BHs,
respectively.

If there are more than three third generation detectors, we
can determine the redshift up to z ∼ 3 so that we might see
the evolution of the merger rate and determine the Pop III
IMF from the difference of detection rate. Note that the ex-
pected rate of 2.5 (1.2)×10−8 events yr−1 Mpc−3 for the flat
(Salpeter) IMF with the fiducial parameter values is consis-
tent with the upper limit of ∼ 10−7 events yr−1 Mpc−3 by
LIGO-Virgo(S6/VSR2/VSR3) (Aasi et al. 2013). In reality,
however, we should consider the mass of each black hole, the
inclination angle of the binary orbit, position of the detector
and the detector noise spectrum so that we need to perform
Monte Carlo simulations to obtain the expected cumulative
redshift distribution (Kanda et al. in preparation).

5 DISCUSSION

In this paper, we do not include the magnetic braking since
Pop III stars are formed from the primordial no metal
gas. However, there are discussions against this assumption.
Among them, the enhancement of the magnetic field dur-
ing the star formation has been well studied using the nu-
merical simulations (e.g., Maki & Susa 2004; Machida et al.
2008; Machida & Doi 2013). According to their results, the
turbulent motions driven in the galaxy formation might in-
crease the magnetic field up to < 10−6 G (Schleicher et al.
2010; Sur et al. 2010; Schober et al. 2012; Turk et al. 2012),
which is similar value to that in molecular clouds of the
galaxy. If this is the case, we should include the effect of
magnetic braking, which will give rise Errsys ̸= 1.

Dominik et al. (2012) discussed the metallicity depen-
dence of the compact binary merger by focusing on Pop
I stars with metallicities Z⊙ and 0.1 Z⊙. Here, we com-
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Figure 6. The normalized distribution of the total mass (Mtot = M1+M2) of compact binaries for each model . Each panel corresponds
to Models III.s (a), III.f (b), I.h (c), and I.l (d), respectively. In each figure, the red, green, and blue lines correspond to the NS-NSs,
NS-BHs, and BH-BHs, respectively.

pare our results for the coalescing Pop III BH-BHs with
those in Dominik et al. (2012) and discuss the implications
of our results (see Table 8). In Table 8, the second and
third columns show the results of Dominik et al. (2012) for
metallicity Z⊙ and 0.1 Z⊙ stars. Here, Models A and B
correspond to the standard case of submodels A and B in
Dominik et al. (2012). The last column show our results for
Pop III binaries, where we take the fiducial parameter val-
ues: Errsys = 1 and SFRp = 10−2.5 M⊙ yr−1 Mpc−3. As
in Table 8, Dominik et al. (2012) suggested that for Pop I
stars with Z = Z⊙, the merger rate of the BH-BHs becomes
8.2 (1.9)×10−8 events yr−1 Mpc−3 in their Model A (Model
B), respectively, while for Pop I stars with Z = 0.1 Z⊙,
it becomes 7.33 (1.36) × 10−7 events yr−1 Mpc−3 in their
Model A (Model B), respectively. Here we assume that the
galaxy with metallicity Z = 0.1 Z⊙ has the hypothetical
number density ∼ 10−2 Mpc−3 in order to compare the re-
sults. On the other hand, for our Pop III BH-BHs, the ex-

pected merger rate is 2.5 (1.2) × 10−8 events yr−1 Mpc−3

for the flat (Salpeter) IMF, respectively. This means that
the merger rate of the Pop III BH-BHs is smaller than
that of Pop I. However, for Pop I BH-BHs with metallic-
ity Z = Z⊙ (0.1 Z⊙), the typical chirp mass is 6.7 (13.2)
M⊙, while for Pop III ones it is ∼ 30 M⊙ as we showed in
Fig. 7. Since the detection range of merger events increases
in proportion to M5/6

chirp, the detection rate increases in pro-

portion to M5/2
chirp. Therefore, the detectable event rate of the

Pop III BH-BHs is 13 (6) times larger for the flat (Salpeter)
IMF than that of Pop I with Z = Z⊙ in Model A, while it is
0.26 (0.13) times larger than that of Pop I with Z = 0.1 Z⊙,
if the galaxy consists of stars with Z = 0.1 Z⊙. In Model B,
these numbers become 56 (26) for Z = Z⊙ case and 1.4 (0.7)
for Z = 0.1 Z⊙ case, respectively. Thus, for the fiducial pa-
rameters of Pop III binaries, the contribution of Pop III
BH-BHs is comparable to or larger than that of Pop I with
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Figure 7. The same as Fig. 6, but for distribution of the chirp mass (Mchirp = (M1M2)3/5/(M1 +M2)1/5).

Table 8. The comparison of the merger rate density of the BH-BHs and typical chirp mass between previous studies and our study.
The second and third columns show the results of Dominik et al. (2012) for metallicity Z⊙ and 0.1 Z⊙ stars. Here, Models A and B
correspond to the standard case of submodels A and B in Dominik et al. (2012). The last column show our results for Pop III binaries.
Here, we take the fiducial parameter values: Errsys = 1 and SFRp = 10−2.5 M⊙ yr−1 Mpc−3.

Z⊙ 0.1 Z⊙ Pop III

Model A [10−8 events yr−1 Mpc−3] 8.2 73.3 2.5 (flat)
Model B [10−8 events yr−1 Mpc−3] 1.9 13.6 1.2 (Salpeter)
chirp mass [M⊙] 6.7 13.2 30

Z = Z⊙ and 0.1 Z⊙, since the major part of a galaxy does
not necessarily consist of Pop I stars with Z = 0.1 Z⊙.

While Dominik et al. (2012) did not take account of the
evolution of the star formation rate, Dominik et al. (2013)
adopted a certain model of the star formation rate (Eq. 1 of
Dominik et al. 2013) and the metallicity Z evolution (Eqs. 3
to 5 of Dominik et al. 2013) to compute the cumulative red-
shift distribution of the coalescing compact binaries. They

also took into account the lower metal stars such as Pop
II and even those with Z < 10−4 Z⊙, but not completely
metal-free stars, Pop III.1 and Pop III.2 stars. The star for-
mation rate expressed by Eq. (1) in Dominik et al. (2013)
is completely different from the one shown in Fig. 8 of the
present paper. In the latter case, the star formation rate at
z = 0 is zero, while in the former case, it is the present star
formation rate of our Galaxy which is not zero.
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Figure 8. The star formation rate density (comoving) calculated by de Souza et al. (2011). The unit of the rate is M⊙ per comoving
volume per proper time. The red line is the the total SFR density of Pop III stars, and the green and blue lines are those of Pop III.1
and Pop III.2 stars, respectively.

In Fig. 6 of Dominik et al. (2013), they show the cumu-
lative merger rate as a function of redshift z for different four
models which corresponds to Fig. 10 of the present paper.
In our Fig. 10, for the second (third) generation gravita-
tional wave detectors, z ∼ 0.3 (3) is the detection range,
respectively. In Fig. 6 of Dominik et al. (2013), information
on the detectability is not available, since the chirp mass
distribution function is not available. Assuming it is simi-
lar to that in Dominik et al. (2012), the merger rate for the
second and third generation gravitational wave detectors is
either higher or lower than Fig. 10 of the present paper tak-
ing into account that the chirp mass of Pop I and Pop II
BH-BHs is smaller than that for Pop III.1 and Pop III.2
BH-BHs. If the detection rate of the coalescing Pop I and
Pop II BH-BHs is lower than that of Pop III, it might be
possible to confirm the existence of the massive Pop III stars
by detecting gravitational waves from their remnant black
hole and identifying the typical chirp mass ∼ 30 M⊙ and
the cumulative redshift distribution which depends almost
only on the cosmological parameters. On the other hand, if
the detection rate of the coalescing Pop I and Pop II BH-
BHs is higher, Pop III BH-BHs contribute only some parts
of the gravitational wave events of BH-BHs. If the detected
number is ∼ 104 for the third generation detector like ET,
we might select a Pop III BH-BH from its mass and be able
to draw the cumulative redshift distribution function to con-
firm the existence of Pop III stars. In any case, it is needless
to say that there are many undetermined parameters and
distribution functions for the Pop III population synthesis
so that more theoretical study on the evolution and initial
conditions of Pop III binaries including the star formation
rate is urgent.
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APPENDIX

A.1 The stellar radius and age after the mass

transfer

In this section, we describe how to calculate the stellar
radius and other stellar properties after the mass trans-
fer. After the mass transfer, the primary mass and the
secondary mass change and these changes affect the stel-
lar evolutions. In some case, the mass losing star becomes
the naked-He star losing its H-envelope. The evolution
of a naked-He star is well represented by that of a He
star (Kippenhahn & Weigert 1990). However, for a Pop III
star, the numerical calculation of a He main sequence evo-
lution is not presented in the literature. So, in this paper,
we follow the evolution of a naked-He star using the fitting
formulae of Hurley, Pols & Tout (2000) with Z = 10−4.
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Figure 9. The evolution of merger rate density of each compact binary. The horizontal axis is the cosmic time.

In this figure, the left panels are Model III.s (Salpeter IMF) with conservative (a) and optimistic (c) core-merger criteria described in
Sec. 2.2.3. The right panels, (b) and (d) are the same as left ones but for Model III.f (flat IMF). In each panel, the red, green, and blue
lines correspond to the NS-NSs, NS-BHs, and BH-BHs, respectively. As for the reason for multiple peaks of NS-BHs merger rate, the

number of coalescing NS-BHs is very small as shown in Table 3 and Fig. 5 so that the coalescence time distribution of NS-BHs is highly
fluctuated. Thus, this fluctuation makes multiple peaks in Fig. 9. If we increase the number of binary from 106 to 107, we can expect

that NS-BH merger rate will be more smooth curve.

(1)Main sequence

We consider main sequence like stars, that is, the main se-
quence and naked He main sequence. For example, if the
main sequence star which has the convective core gains
mass due to the mass transfer from the companion gi-
ant star, it will get mass and mix the H in the con-
vective core so that the star will appear younger. Thus,
the radius after the mass transfer of δM is calculated as
Rfit(M + δM, t′(M,M + δM, t)) where t′(M,M + δM, t) is
the correction of the stellar age due to the mass gain. In
order to treat this rejuvenation, we use the approximation
by Hurley et al. (2002). Hurley’s approximation treat the

rejuvenation as three cases below (For details, see Hurley et
al. 2002, Hurley et al. 2000, Tout et al. 1997).

Firstly, we consider that the main sequence star which
has the convective core gains or loses the mass. Assuming
that the convective core mass and the fraction of the burnt
hydrogen fuel at the core are proportional to the stellar mass
and the fraction of the main sequence lifetime τH = t/tH, re-
spectively, we have that the burnt H-mass at the convective
core is proportional to MτH. Since the burnt H-mass at the
convective core does not change before and after the mass
transfer, we have

M
t

tH(M)
= (M + δM)

t′

tH(M + δM)
. (96)
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ABSTRACT

We perform population synthesis simulations for Population III (Pop III) coalescing
compact binary which merge within the age of the universe. We found that the typical
mass of Pop III binary black holes (BH-BHs) is ∼ 30 M⊙ so that the inspiral chirp
signal of gravitational waves can be detected up to z=0.28 by KAGRA, Adv. LIGO,
Adv. Virgo and GEO network. Our simulations suggest that the detection rate of the
coalescing Pop III BH-BHs is 140(68) events/yr (SFRp/(10−2.5M⊙/yr/Mpc3)) · Errsys
for the flat (Salpeter) initial mass function (IMF), respectively, where SFRp and Errsys
are the peak value of the Pop III star formation rate and the possible systematic
errors due to the assumptions in Pop III population synthesis, respectively. Errsys = 1
correspond to conventional parameters for Pop I stars. From the observation of the
chirp signal of the coalescing Pop III BH-BHs, we can determine both the mass and the
redshift of the binary for the cosmological parameters determined by Planck satellite.
Our simulations suggest that the cumulative redshift distribution of the coalescing Pop
III BH-BHs depends almost only on the cosmological parameters. We might be able
to confirm the existence of Pop III massive stars of mass ∼ 30 M⊙ by the detections
of gravitational waves if the merger rate of the Pop III massive BH-BHs dominates
that of Pop I BH-BHs.

1 INTRODUCTION

Gravitational-wave astronomy with KAGRA1, Adv. LIGO2,
Adv. Virgo3, and GEO4 will reveal the formation and evo-
lution of binaries through the observed merger rates of com-
pact binaries, such as binary neutron stars (NS-NSs), neu-
tron star – black hole binaries (NS-BHs), and binary black
holes (BH-BHs). For this gravitational wave astronomy, esti-
mates of the merger rate of compact binaries play key roles
to develop observational strategy and to translate the ob-
served merger rates into the binary formation and evolution
processes.

There are two methods to estimate the merger rate of
compact binaries. One is to use observational facts such
as the observed NS-NSs whose coalescence time due to
the emission of gravitational waves is less than the age
of the universe. Taking into account the observation time,
the sensitivity of the radio telescope, the luminosity func-

1 http://gwcenter.icrr.u-tokyo.ac.jp/en/
2 http://www.ligo.caltech.edu/
3 http://www.ego-gw.it/index.aspx/
4 http://www.geo600.org/

tion of pulsars and the beaming factor so on, the prob-
ability distribution function of the merger rate can be
found. For example, Kalogera et al. (2004b) found that the
event rate of the coalescing NS-NSs is in the range from
10−5 events yr−1 galaxy−1 to 4×10−4 events yr−1 galaxy−1

at the 99 % confidence level (see their Fig. 2)5.
The merger rate of NS-NSs can be restricted by the rate

of the observed Type Ib and Ic supernovae, supposing that
the formation of NS-NSs really starts from the massive bi-
nary zero age main sequence (ZAMS) stars. This is because
the formation of the second neutron star should occur in
association with Type Ib and Ic supernovae in which the
H-rich envelope and the He-layer are lost, respectively, oth-
erwise the binary disrupts due to the sudden large mass loss
at the supernova explosion6. Under the assumption of the
equality of the formation rate to the merger rate, the merger
rate of the NS-NSs is limited by the Type Ib and Ic super-

5 Note here that there are errors in Kalogera et al. (2004a) so
that the rates in Kalogera et al. (2004b) are the correct ones.
6 If more than half of the total mass is suddenly lost at the su-
pernova explosion, the binary disrupts.
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Therefore, the effective age t′ is

t′ =
M

M + δM
tH(M + δM)

tH(M)
t, (97)

and the stellar radius after the mass transfer is calculated
as Rfit(M + δM, t′(M,M + δM, t)).

Secondly, we consider that the naked He main sequence
star gets the mass from the naked He giant star. In the same
way as the main sequence, we approximate

t′ =
M

M + δM
tHeMS(M + δM)

tHeMS(M)
t, (98)

where

(

tHeMS

Myr

)

=
0.4129 + 18.81(M/M⊙)4 + 1.853(M/M⊙)6

(M/M⊙)6.5
,

(99)
is the naked He main sequence star lifetime (Hurley et al.
2000). The stellar radius after the mass transfer is calculated
as Rfit(M + δM, t′(M,M + δM, t)).

Thirdly, if the naked He main sequence star gets the
H-rich envelope due to the mass transfer, the star becomes
the He-burning star. Under the same assumption as the case
of the main sequence, the core mass of the new He-burning
star is the same as the naked He main sequence star mass.
Then the age of the He-burning star is approximated as

t′ = tH(M + δM) +
tHe(M + δM)
tHeMS(M)

t. (100)

In this case, the stellar radius after the mass transfer is cal-
culated by the same method as the giant star below.

(2) The giant stars

For a giant star, we assume that the stellar age is decided
by the core mass which is not affected by the mass transfer
at the envelope. Therefore, we do not change the age of the
giant star at the mass transfer. However the stellar radius
changes due to the change of the mass ratio of the core to
the envelope. In order to calculate the radius of the giant
which is in the thermal equilibrium state after the star loses
the envelope due to the mass transfer, we use the Hurley’s
formula (Hurley et al. 2000).

If the star loses the envelope mass, we calculate

µ =

(

M −Mc

M

)

min

[

5.0,max

(

1.2,

(

L
L0

)−1/2
)]

,

(101)
where L0 = 7.0 × 104 L⊙ for giant stars which have the
H-envelope and

µ = 5

(

M −Mc

M

)

, (102)

for naked He giant stars. Then if µ < 1.0 we calculate the
radius as

Rth = Rc(Mc)

(

Rfit(M + δM, t+ δt)
Rc(Mc)

)r

, (103)

where Rfit(M, t) is calculated using fitting formulae (Section
2.1.2),

r =

(

1 + c3
)

(µ/c)3 µfac

1 + (µ/c)3
, (104)
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ABSTRACT

We perform population synthesis simulations for Population III (Pop III) coalescing
compact binary which merge within the age of the universe. We found that the typical
mass of Pop III binary black holes (BH-BHs) is ∼ 30 M⊙ so that the inspiral chirp
signal of gravitational waves can be detected up to z=0.28 by KAGRA, Adv. LIGO,
Adv. Virgo and GEO network. Our simulations suggest that the detection rate of the
coalescing Pop III BH-BHs is 140(68) events/yr (SFRp/(10−2.5M⊙/yr/Mpc3)) · Errsys
for the flat (Salpeter) initial mass function (IMF), respectively, where SFRp and Errsys
are the peak value of the Pop III star formation rate and the possible systematic
errors due to the assumptions in Pop III population synthesis, respectively. Errsys = 1
correspond to conventional parameters for Pop I stars. From the observation of the
chirp signal of the coalescing Pop III BH-BHs, we can determine both the mass and the
redshift of the binary for the cosmological parameters determined by Planck satellite.
Our simulations suggest that the cumulative redshift distribution of the coalescing Pop
III BH-BHs depends almost only on the cosmological parameters. We might be able
to confirm the existence of Pop III massive stars of mass ∼ 30 M⊙ by the detections
of gravitational waves if the merger rate of the Pop III massive BH-BHs dominates
that of Pop I BH-BHs.

1 INTRODUCTION

Gravitational-wave astronomy with KAGRA1, Adv. LIGO2,
Adv. Virgo3, and GEO4 will reveal the formation and evo-
lution of binaries through the observed merger rates of com-
pact binaries, such as binary neutron stars (NS-NSs), neu-
tron star – black hole binaries (NS-BHs), and binary black
holes (BH-BHs). For this gravitational wave astronomy, esti-
mates of the merger rate of compact binaries play key roles
to develop observational strategy and to translate the ob-
served merger rates into the binary formation and evolution
processes.

There are two methods to estimate the merger rate of
compact binaries. One is to use observational facts such
as the observed NS-NSs whose coalescence time due to
the emission of gravitational waves is less than the age
of the universe. Taking into account the observation time,
the sensitivity of the radio telescope, the luminosity func-

1 http://gwcenter.icrr.u-tokyo.ac.jp/en/
2 http://www.ligo.caltech.edu/
3 http://www.ego-gw.it/index.aspx/
4 http://www.geo600.org/

tion of pulsars and the beaming factor so on, the prob-
ability distribution function of the merger rate can be
found. For example, Kalogera et al. (2004b) found that the
event rate of the coalescing NS-NSs is in the range from
10−5 events yr−1 galaxy−1 to 4×10−4 events yr−1 galaxy−1

at the 99 % confidence level (see their Fig. 2)5.
The merger rate of NS-NSs can be restricted by the rate

of the observed Type Ib and Ic supernovae, supposing that
the formation of NS-NSs really starts from the massive bi-
nary zero age main sequence (ZAMS) stars. This is because
the formation of the second neutron star should occur in
association with Type Ib and Ic supernovae in which the
H-rich envelope and the He-layer are lost, respectively, oth-
erwise the binary disrupts due to the sudden large mass loss
at the supernova explosion6. Under the assumption of the
equality of the formation rate to the merger rate, the merger
rate of the NS-NSs is limited by the Type Ib and Ic super-

5 Note here that there are errors in Kalogera et al. (2004a) so
that the rates in Kalogera et al. (2004b) are the correct ones.
6 If more than half of the total mass is suddenly lost at the su-
pernova explosion, the binary disrupts.
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Figure 7. The same as Fig. 6, but for distribution of the chirp mass (Mchirp = (M1M2)3/5/(M1 +M2)1/5).

Table 8. The comparison of the merger rate density of the BH-BHs and typical chirp mass between previous studies and our study.
The second and third columns show the results of Dominik et al. (2012) for metallicity Z⊙ and 0.1 Z⊙ stars. Here, Models A and B
correspond to the standard case of submodels A and B in Dominik et al. (2012). The last column show our results for Pop III binaries.
Here, we take the fiducial parameter values: Errsys = 1 and SFRp = 10−2.5 M⊙ yr−1 Mpc−3.

Z⊙ 0.1 Z⊙ Pop III

Model A [10−8 events yr−1 Mpc−3] 8.2 73.3 2.5 (flat)
Model B [10−8 events yr−1 Mpc−3] 1.9 13.6 1.2 (Salpeter)
chirp mass [M⊙] 6.7 13.2 30

Z = Z⊙ and 0.1 Z⊙, since the major part of a galaxy does
not necessarily consist of Pop I stars with Z = 0.1 Z⊙.

While Dominik et al. (2012) did not take account of the
evolution of the star formation rate, Dominik et al. (2013)
adopted a certain model of the star formation rate (Eq. 1 of
Dominik et al. 2013) and the metallicity Z evolution (Eqs. 3
to 5 of Dominik et al. 2013) to compute the cumulative red-
shift distribution of the coalescing compact binaries. They

also took into account the lower metal stars such as Pop
II and even those with Z < 10−4 Z⊙, but not completely
metal-free stars, Pop III.1 and Pop III.2 stars. The star for-
mation rate expressed by Eq. (1) in Dominik et al. (2013)
is completely different from the one shown in Fig. 8 of the
present paper. In the latter case, the star formation rate at
z = 0 is zero, while in the former case, it is the present star
formation rate of our Galaxy which is not zero.
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Results from Kinugawa et al. 2015 
 
1)  3 IMF:   Flat, Salpeter, log flat 

2)  3 IEF:IEF(Initial Eccentricity Function)  2e, const, e-0.5 

3)  Kick velocity even for BH�����������              and 

4)  Common Envelope Parameter 

5)  Roche lobe overflow  parameter  β�=0, 0.5, 1.0 

6)  Mass range : three cases because of the lack of stellar evolution above 100Msun  
       In some cases the extrapolation of the fitting formulae are used . 
         under100        10Msun < M < 100Msun    If M > 100Msun, Stop 
         over100           10Msun < M  <100Msun    If M > 100Msun, Continue 
         The 140            10Msun < M  < 140Msun       
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velocity equal to zero. In this case, the binary orbit changes
only by the mass ejection effect in the supernova event. The
separation and the eccentricity after the supernova explosion
are described as

a′ =

(

|v|2

GMtotal
−

|v|2

GM ′
total

+
1
a

)−1

, (8)

e′ =

√

1−
|r× v|2

GM ′
totala

′
, . (9)

where Mtotal is the total mass, the superscript ′ means the
value after the supernova while v, v and r are the relative
speed, the relative velocity and the separation vector before
the supernova, respectively.

After the binary becomes the compact binary due to
above binary interactions, the orbit of the binary shrinks by
the emission of the gravitational waves. The separation and
the eccentricity are given by

ȧ
a
= −

64G3M1M2Mtotal

5c5a4

1 + 73
24e
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96e

4

(1− e2)7/2
, (10)

ė
e
= −

304G3M1M2Mtotal

15c5a4

1 + 121
304 e

2

(1− e2)5/2
(11)

(Peters & Mathews 1963; Peters 1964). We calculate the bi-
nary evolutions taking account all these binary interactions
and estimate how many binaries become the compact bina-
ries which merge within the Hubble time.

2.2 Parameter Surveys

To estimate the range of Errsys, we calculate the binary
population synthesis using other initial distribution func-
tions and binary parameters since for Pop III stars we have
no information on these functions and parameters. However
in this paper we do not take into account the dependence
on the initial separation function and the initial mass ra-
tio function because unlike an initial eccentricity functions,
there are no suggestions for other distribution functions for
massive binaries although possible dependence of Errsys on
the change of these initial distribution functions is discussed
in §4 (Discussion).

2.2.1 log flat IMF and Salpeter models

These models correspond to the log flat IMF, that is IMF∝
d log(M), and the Salpeter IMF. In recent numerical simula-
tions (Hirano et al. 2014; Susa et al. 2014), IMF of Pop III
stars might be the log flat IMF. On the other hand, Salpeter
IMF is acceptable as Pop I IMF. We calculate these IMF
models in order to estimate the IMF dependence. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.2 f(e) = const. and f(e) ∝ e−0.5 models

In these models, the initial eccentricity functions (IEF) are
changed from our standard model. In general the initial ec-
centricity distribution might be the thermal-equilibrium dis-
tribution (f(e) = 2e) (Heggie 1975). However in recent ob-
servation of massive binaries, the eccentricity distribution
is not the thermal-equilibrium distribution. The observa-
tion of massive multiple-star systems in the Cygnus OB2
(Kobulnicky et al. 2014) implies that the observed IEF is
consistent with uniform one. On the other hand, the obser-
vation of massive binaries (M > 15 M⊙) (Sana et al. 2012)
suggests that the power law for the distribution function of
eccentricity as f(e) ∝ e−0.5. Thus, we calculate these two
initial eccentricity distribution function models. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.3 kick 100 km s−1 and kick 300 km s−1 models

The pulsar observations suggest the existence of the pul-
sar kick. It is observed that the young neutron stars (NSs)
move with velocities in range of 200 − 500 km s−1 (e.g.
Lyne & Lorimer 1994; Hansen & Phinney 1997). Since the
kick velocity either disrupts the binary or increases the sep-
aration, the formation rate and the coalescing time of the
neutron star binary (NS-NS) and the neutron star-black
hole binary (NS-BH) depend on the pulsar kick velocity. On
the other hand, the formation rate and the coalescing time
of the black hole-black hole binary (BH-BH) might have
nothing to do with the kick velocity because the black hole
(BH) progenitor directly collapses to the black hole. How-
ever, Repetto, Davies & Sigurdsson (2012) suggests that the
stellar mass BHs have the natal kicks comparable to pulsars
from the distance distribution of the Galactic BH (low mass
X-ray binaries) above the galactic plane. Pop III BH-BHs
are massive, so that they may not have such natal kick of
stellar mass BHs. However there is no observation of Pop
III BHs. Thus we cannot definitely claim that Pop III BHs
do not have natal kicks. Therefore, we take into account
the natal kick for both NS and BH. In order to estimate
the dependence on the natal kick, we calculate two models..
In these models, when stars become compact objects such
as NS and BH, we assume that the kick speed vk obeys a
isotropic Maxwellian distribution as

P (vk) =

√

2
π
v2k
σ2
k

exp

[

−
v2k
σ2
k

]

, (12)

where σk is the dispersion. In the kick 100 km s−1 model
and kick 300 km s−1 models, we uses σk = 100 km s−1 and
σk = 300 km s−1, respectively. The details of the method
how to calculate the natal kick are shown in Hurley et al.
(2002). The other initial distribution functions and binary
parameters are the same as our standard model.

2.2.4 αλ = 0.01, αλ = 0.1 and αλ = 10 models

If the primary star becomes a giant and it begins dynami-
cally unstable mass transfer so that the secondary star can

c⃝ 0000 RAS, MNRAS 000, 000–000

Pop III binary black holes and the quasi normal mode 5

velocity equal to zero. In this case, the binary orbit changes
only by the mass ejection effect in the supernova event. The
separation and the eccentricity after the supernova explosion
are described as

a′ =

(

|v|2
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−
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, (8)
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√
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where Mtotal is the total mass, the superscript ′ means the
value after the supernova while v, v and r are the relative
speed, the relative velocity and the separation vector before
the supernova, respectively.

After the binary becomes the compact binary due to
above binary interactions, the orbit of the binary shrinks by
the emission of the gravitational waves. The separation and
the eccentricity are given by

ȧ
a
= −

64G3M1M2Mtotal
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(Peters & Mathews 1963; Peters 1964). We calculate the bi-
nary evolutions taking account all these binary interactions
and estimate how many binaries become the compact bina-
ries which merge within the Hubble time.

2.2 Parameter Surveys

To estimate the range of Errsys, we calculate the binary
population synthesis using other initial distribution func-
tions and binary parameters since for Pop III stars we have
no information on these functions and parameters. However
in this paper we do not take into account the dependence
on the initial separation function and the initial mass ra-
tio function because unlike an initial eccentricity functions,
there are no suggestions for other distribution functions for
massive binaries although possible dependence of Errsys on
the change of these initial distribution functions is discussed
in §4 (Discussion).

2.2.1 log flat IMF and Salpeter models

These models correspond to the log flat IMF, that is IMF∝
d log(M), and the Salpeter IMF. In recent numerical simula-
tions (Hirano et al. 2014; Susa et al. 2014), IMF of Pop III
stars might be the log flat IMF. On the other hand, Salpeter
IMF is acceptable as Pop I IMF. We calculate these IMF
models in order to estimate the IMF dependence. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.2 f(e) = const. and f(e) ∝ e−0.5 models

In these models, the initial eccentricity functions (IEF) are
changed from our standard model. In general the initial ec-
centricity distribution might be the thermal-equilibrium dis-
tribution (f(e) = 2e) (Heggie 1975). However in recent ob-
servation of massive binaries, the eccentricity distribution
is not the thermal-equilibrium distribution. The observa-
tion of massive multiple-star systems in the Cygnus OB2
(Kobulnicky et al. 2014) implies that the observed IEF is
consistent with uniform one. On the other hand, the obser-
vation of massive binaries (M > 15 M⊙) (Sana et al. 2012)
suggests that the power law for the distribution function of
eccentricity as f(e) ∝ e−0.5. Thus, we calculate these two
initial eccentricity distribution function models. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.3 kick 100 km s−1 and kick 300 km s−1 models

The pulsar observations suggest the existence of the pul-
sar kick. It is observed that the young neutron stars (NSs)
move with velocities in range of 200 − 500 km s−1 (e.g.
Lyne & Lorimer 1994; Hansen & Phinney 1997). Since the
kick velocity either disrupts the binary or increases the sep-
aration, the formation rate and the coalescing time of the
neutron star binary (NS-NS) and the neutron star-black
hole binary (NS-BH) depend on the pulsar kick velocity. On
the other hand, the formation rate and the coalescing time
of the black hole-black hole binary (BH-BH) might have
nothing to do with the kick velocity because the black hole
(BH) progenitor directly collapses to the black hole. How-
ever, Repetto, Davies & Sigurdsson (2012) suggests that the
stellar mass BHs have the natal kicks comparable to pulsars
from the distance distribution of the Galactic BH (low mass
X-ray binaries) above the galactic plane. Pop III BH-BHs
are massive, so that they may not have such natal kick of
stellar mass BHs. However there is no observation of Pop
III BHs. Thus we cannot definitely claim that Pop III BHs
do not have natal kicks. Therefore, we take into account
the natal kick for both NS and BH. In order to estimate
the dependence on the natal kick, we calculate two models..
In these models, when stars become compact objects such
as NS and BH, we assume that the kick speed vk obeys a
isotropic Maxwellian distribution as

P (vk) =

√

2
π
v2k
σ2
k

exp

[

−
v2k
σ2
k

]

, (12)

where σk is the dispersion. In the kick 100 km s−1 model
and kick 300 km s−1 models, we uses σk = 100 km s−1 and
σk = 300 km s−1, respectively. The details of the method
how to calculate the natal kick are shown in Hurley et al.
(2002). The other initial distribution functions and binary
parameters are the same as our standard model.

2.2.4 αλ = 0.01, αλ = 0.1 and αλ = 10 models

If the primary star becomes a giant and it begins dynami-
cally unstable mass transfer so that the secondary star can
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velocity equal to zero. In this case, the binary orbit changes
only by the mass ejection effect in the supernova event. The
separation and the eccentricity after the supernova explosion
are described as

a′ =

(

|v|2
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−
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+
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)−1

, (8)
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√
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where Mtotal is the total mass, the superscript ′ means the
value after the supernova while v, v and r are the relative
speed, the relative velocity and the separation vector before
the supernova, respectively.

After the binary becomes the compact binary due to
above binary interactions, the orbit of the binary shrinks by
the emission of the gravitational waves. The separation and
the eccentricity are given by

ȧ
a
= −

64G3M1M2Mtotal

5c5a4

1 + 73
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(Peters & Mathews 1963; Peters 1964). We calculate the bi-
nary evolutions taking account all these binary interactions
and estimate how many binaries become the compact bina-
ries which merge within the Hubble time.

2.2 Parameter Surveys

To estimate the range of Errsys, we calculate the binary
population synthesis using other initial distribution func-
tions and binary parameters since for Pop III stars we have
no information on these functions and parameters. However
in this paper we do not take into account the dependence
on the initial separation function and the initial mass ra-
tio function because unlike an initial eccentricity functions,
there are no suggestions for other distribution functions for
massive binaries although possible dependence of Errsys on
the change of these initial distribution functions is discussed
in §4 (Discussion).

2.2.1 log flat IMF and Salpeter models

These models correspond to the log flat IMF, that is IMF∝
d log(M), and the Salpeter IMF. In recent numerical simula-
tions (Hirano et al. 2014; Susa et al. 2014), IMF of Pop III
stars might be the log flat IMF. On the other hand, Salpeter
IMF is acceptable as Pop I IMF. We calculate these IMF
models in order to estimate the IMF dependence. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.2 f(e) = const. and f(e) ∝ e−0.5 models

In these models, the initial eccentricity functions (IEF) are
changed from our standard model. In general the initial ec-
centricity distribution might be the thermal-equilibrium dis-
tribution (f(e) = 2e) (Heggie 1975). However in recent ob-
servation of massive binaries, the eccentricity distribution
is not the thermal-equilibrium distribution. The observa-
tion of massive multiple-star systems in the Cygnus OB2
(Kobulnicky et al. 2014) implies that the observed IEF is
consistent with uniform one. On the other hand, the obser-
vation of massive binaries (M > 15 M⊙) (Sana et al. 2012)
suggests that the power law for the distribution function of
eccentricity as f(e) ∝ e−0.5. Thus, we calculate these two
initial eccentricity distribution function models. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.3 kick 100 km s−1 and kick 300 km s−1 models

The pulsar observations suggest the existence of the pul-
sar kick. It is observed that the young neutron stars (NSs)
move with velocities in range of 200 − 500 km s−1 (e.g.
Lyne & Lorimer 1994; Hansen & Phinney 1997). Since the
kick velocity either disrupts the binary or increases the sep-
aration, the formation rate and the coalescing time of the
neutron star binary (NS-NS) and the neutron star-black
hole binary (NS-BH) depend on the pulsar kick velocity. On
the other hand, the formation rate and the coalescing time
of the black hole-black hole binary (BH-BH) might have
nothing to do with the kick velocity because the black hole
(BH) progenitor directly collapses to the black hole. How-
ever, Repetto, Davies & Sigurdsson (2012) suggests that the
stellar mass BHs have the natal kicks comparable to pulsars
from the distance distribution of the Galactic BH (low mass
X-ray binaries) above the galactic plane. Pop III BH-BHs
are massive, so that they may not have such natal kick of
stellar mass BHs. However there is no observation of Pop
III BHs. Thus we cannot definitely claim that Pop III BHs
do not have natal kicks. Therefore, we take into account
the natal kick for both NS and BH. In order to estimate
the dependence on the natal kick, we calculate two models..
In these models, when stars become compact objects such
as NS and BH, we assume that the kick speed vk obeys a
isotropic Maxwellian distribution as

P (vk) =

√

2
π
v2k
σ2
k

exp

[

−
v2k
σ2
k

]

, (12)

where σk is the dispersion. In the kick 100 km s−1 model
and kick 300 km s−1 models, we uses σk = 100 km s−1 and
σk = 300 km s−1, respectively. The details of the method
how to calculate the natal kick are shown in Hurley et al.
(2002). The other initial distribution functions and binary
parameters are the same as our standard model.

2.2.4 αλ = 0.01, αλ = 0.1 and αλ = 10 models

If the primary star becomes a giant and it begins dynami-
cally unstable mass transfer so that the secondary star can
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velocity equal to zero. In this case, the binary orbit changes
only by the mass ejection effect in the supernova event. The
separation and the eccentricity after the supernova explosion
are described as

a′ =
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+
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, (8)
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√
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where Mtotal is the total mass, the superscript ′ means the
value after the supernova while v, v and r are the relative
speed, the relative velocity and the separation vector before
the supernova, respectively.

After the binary becomes the compact binary due to
above binary interactions, the orbit of the binary shrinks by
the emission of the gravitational waves. The separation and
the eccentricity are given by
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(Peters & Mathews 1963; Peters 1964). We calculate the bi-
nary evolutions taking account all these binary interactions
and estimate how many binaries become the compact bina-
ries which merge within the Hubble time.

2.2 Parameter Surveys

To estimate the range of Errsys, we calculate the binary
population synthesis using other initial distribution func-
tions and binary parameters since for Pop III stars we have
no information on these functions and parameters. However
in this paper we do not take into account the dependence
on the initial separation function and the initial mass ra-
tio function because unlike an initial eccentricity functions,
there are no suggestions for other distribution functions for
massive binaries although possible dependence of Errsys on
the change of these initial distribution functions is discussed
in §4 (Discussion).

2.2.1 log flat IMF and Salpeter models

These models correspond to the log flat IMF, that is IMF∝
d log(M), and the Salpeter IMF. In recent numerical simula-
tions (Hirano et al. 2014; Susa et al. 2014), IMF of Pop III
stars might be the log flat IMF. On the other hand, Salpeter
IMF is acceptable as Pop I IMF. We calculate these IMF
models in order to estimate the IMF dependence. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.2 f(e) = const. and f(e) ∝ e−0.5 models

In these models, the initial eccentricity functions (IEF) are
changed from our standard model. In general the initial ec-
centricity distribution might be the thermal-equilibrium dis-
tribution (f(e) = 2e) (Heggie 1975). However in recent ob-
servation of massive binaries, the eccentricity distribution
is not the thermal-equilibrium distribution. The observa-
tion of massive multiple-star systems in the Cygnus OB2
(Kobulnicky et al. 2014) implies that the observed IEF is
consistent with uniform one. On the other hand, the obser-
vation of massive binaries (M > 15 M⊙) (Sana et al. 2012)
suggests that the power law for the distribution function of
eccentricity as f(e) ∝ e−0.5. Thus, we calculate these two
initial eccentricity distribution function models. The other
initial distribution functions and binary parameters are the
same as our standard model.

2.2.3 kick 100 km s−1 and kick 300 km s−1 models

The pulsar observations suggest the existence of the pul-
sar kick. It is observed that the young neutron stars (NSs)
move with velocities in range of 200 − 500 km s−1 (e.g.
Lyne & Lorimer 1994; Hansen & Phinney 1997). Since the
kick velocity either disrupts the binary or increases the sep-
aration, the formation rate and the coalescing time of the
neutron star binary (NS-NS) and the neutron star-black
hole binary (NS-BH) depend on the pulsar kick velocity. On
the other hand, the formation rate and the coalescing time
of the black hole-black hole binary (BH-BH) might have
nothing to do with the kick velocity because the black hole
(BH) progenitor directly collapses to the black hole. How-
ever, Repetto, Davies & Sigurdsson (2012) suggests that the
stellar mass BHs have the natal kicks comparable to pulsars
from the distance distribution of the Galactic BH (low mass
X-ray binaries) above the galactic plane. Pop III BH-BHs
are massive, so that they may not have such natal kick of
stellar mass BHs. However there is no observation of Pop
III BHs. Thus we cannot definitely claim that Pop III BHs
do not have natal kicks. Therefore, we take into account
the natal kick for both NS and BH. In order to estimate
the dependence on the natal kick, we calculate two models..
In these models, when stars become compact objects such
as NS and BH, we assume that the kick speed vk obeys a
isotropic Maxwellian distribution as

P (vk) =

√

2
π
v2k
σ2
k

exp

[

−
v2k
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k

]

, (12)

where σk is the dispersion. In the kick 100 km s−1 model
and kick 300 km s−1 models, we uses σk = 100 km s−1 and
σk = 300 km s−1, respectively. The details of the method
how to calculate the natal kick are shown in Hurley et al.
(2002). The other initial distribution functions and binary
parameters are the same as our standard model.

2.2.4 αλ = 0.01, αλ = 0.1 and αλ = 10 models

If the primary star becomes a giant and it begins dynami-
cally unstable mass transfer so that the secondary star can
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model. Model name ”worst” means the worst combination
of the parameter and distribution functions each model, we
calculate 6 cases with different mass range and the merger
criterion at the CE phase so that the total number of the
models is 84.

Firstly, we use three mass range cases such as the un-
der100, the over100 and the 140. In the under100 case, the
initial mass range is 10 M⊙ ! M ! 100 M⊙. If the stel-
lar mass becomes over 100 M⊙ by the binary interaction,
the binary evolution calculation is stopped because of no fit-
ting formula of the Pop III star evolution for M > 100 M⊙
(Kinugawa et al. 2014) due to the lack of numerical data of
the evolution of Pop III star. This treatment is the same
as that in Kinugawa et al. (2014). In the over100 case, the
initial mass range is also 10 M⊙ ! M ! 100 M⊙. However,
in this case, if the stellar mass becomes larger than 100M⊙
by the binary interaction, the binary evolution calculation
continues by extrapolating the fitting formula of the evolu-
tion beyond 100 M⊙. In the 140 case, the initial mass range
is 10 M⊙ ! M ! 140 M⊙. We use the extrapolated fitting
formula up to M = 140 M⊙. The reason for up to 140 is
that Pop III star of mass larger than 140M⊙ explodes with
no remnant (Heger et al. 2003).

We randomly choose the initial stellar mass from these
mass ranges with the initial distribution functions such as
the flat IMF, the log flat IMF and the Salpeter IMF (See
§2.1 and 2.2.1). If the stellar mass is over 140 M⊙ at the
supernova, the binary evolution is stopped because such
a high mass star becomes pair instability supernova with-
out compact remnant (Heger et al. 2003). Numerical simu-
lations of Pop III star formation by (e.g., Hosokawa et al.
2011, 2012; Stacy et al. 2012) suggest that the Pop III pro-
tostar grows only up to ∼ several 10 M⊙ and the typi-
cal mass of Pop III star can be about 40 M⊙. In recent
simulations (Hirano et al. 2014; Susa et al. 2014), the typ-
ical mass is almost the same as previous study, that is ,
40 M⊙, however, the some Pop III stars can be more mas-
sive than 100 M⊙. Therefore, we use the initial mass range
as 10 M⊙ ! M ! 140 M⊙ in the 140 case and study the
influences of high mass Pop III binaries for the event rate of
gravitational wave sources.

Secondly, we use two merger criterion at the CE
phase such as the optimistic core-merger criterion and
the conservative core-merger criterion (Hurley et al. 2002;
Belczynski et al. 2002; Kinugawa et al. 2014). In the case of
the optimistic core-merger criterion, if the condition R′

1 >
R′

L,1 or R′
2 > R′

L,2 is fulfilled, the primary star merges with
secondary star, where R′

1, R
′
L,1, R

′
2 and R′

L,2 are the pri-
mary stellar radius, the Roche lobe radius of the primary
star, the secondary stellar radius and the Roche lobe ra-
dius of the secondary star after the CE phase, respectively
(Hurley et al. 2002). On the other hand, the conservative
core-merger criterion is R′

1 + R′
2 > af , where af is the sep-

aration after the common envelope phase (Belczynski et al.
2002).

2.1 Brief review of Paper I; our standard model

In this paper, our standard model is the same as the model
III.f in Kinugawa et al. (2014). In this section, we review the
model III.f in Kinugawa et al. (2014) briefly. The details are
shown in Kinugawa et al. (2014). In order to simulate the
binary evolution, we need to choose initial binary param-
eters such as the primary mass, the mass ratio, the sepa-
ration and the eccentricity. These parameters are decided
randomly by the initial distribution function and the Monte
Carlo method. In our standard model, we adopt the flat ini-
tial distribution function for the primary mass, the flat func-
tion for the mass ratio f(q) ∝ const. (Kobulnicky & Fryer
2007; Kobulnicky et al. 2012), the log flat function for the
separation f(a) ∝ 1/a (Abt 1983) and the thermal equilib-
rium distribution function of the eccentricity of f(e) ∝ e
(Heggie 1975; Duquennoy, Mayor & Halbwachs 1991). We
use these initial distribution functions expect the IMF ref-
erenced by the Pop I stars observations because there
are no observations suggestions of Pop III binaries initial
distribution functions. As for the IMF, some simulations
suggest the flat or the log flat IMF (Hirano et al. 2014;
Susa, Hasegawa & Tominaga 2014). Using these initial dis-
tribution functions, we put the ZAMS binary and start the
evolution of the binary. In order to calculate each stellar
evolution, we use the formula fitted to the numerical calcu-
lations of Pop III stellar evolutions by Marigo et al. (2001).
This fitting formula is described by the stellar radius and
the core mass as a function of the stellar mass and the time
from the birth of each star. The details of fitting equations
for Pop III are shown in Kinugawa et al. (2014). We can cal-
culate the evolution the binary adding the binary interac-
tions to the Pop III star evolution using the fitting formula.
We also need to consider the binary interactions such as the
tidal friction, the Roche lobe over flow, the common enve-
lope phase, the effect of the supernova explosion and the
back reaction of the gravitational wave.

Firstly, we review the tidal friction. The tidal force from
the companion star changes the stellar radius and the shape.
In general, the stellar spin angular velocity is different from
the orbital angular velocity. Therefore the vector of the tidal
deformation is different from the vector of the tidal force so
that the tidal torque is generated. The tidal torque trans-
fers the angular momentum from the stellar spin to the or-
bital angular momentum. This interaction changes the bi-
nary separation, eccentricity and the spins of each star.

Secondly, we review the Roche lobe over flow (RLOF).
When the star evolves and the stellar radius becomes large,
the stellar matter is captured by the companion star and is
transfered to the companion star. This phenomenon is called
as the Roche lobe over flow (RLOF). We call the donor
star as the primary star. The recipient star is called as the
secondary star. The region within which the stellar material
is gravitationally bound to the star is called as the Roche
lobe radius of that star. If the primary stellar radius becomes
larger than the Roche lobe radius, the primary stellar matter
migrates to the secondary star. β is called as the lose fraction
of transferred stellar mass defined

Ṁ2 = −(1− β)Ṁ1 (1)
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Table 1. The model parameters. Each column represents the model name, the IMF (Initial Mass Function), the IEF (Initial Eccentricity
Function) , the kick velocity of supernova, the common envelope parameter αλ and the lose fraction β of transfer of stellar matter at
the RLOF (Roche Lobe Over Flow) in each model. Model name ”worst” means the worst combination of the parameter and distribution
functions.

model IMF IEF kick velocity (km/s) αλ β

our standard flat e 0 1 function
IMF:logflat M−1 e 0 1 function
IMF:Salpeter Salpeter e 0 1 function
f(e) = const. flat const. 0 1 function
f(e) = e−0.5 flat e−0.5 0 1 function
kick 100 km/s flat e 100 1 function
kick 300 km/s flat e 300 1 function
αλ = 0.01 flat e 0 0.01 function
αλ = 0.1 flat e 0 0.1 function
αλ = 10 flat e 0 10 function
β = 0 flat e 0 1 0
β = 0.5 flat e 0 1 0.5
β = 1 flat e 0 1 1
Worst Salpeter e−0.5 300 0.01 1

In this case, the accretion rate to the secondary star and
β is determined by the method of Hurley et al. (2002). If
the secondary star is in the main sequence phase or in the
He-burning phase, we assume the accretion rate is expressed
by

Ṁ2 = −min

(

10
τṀ

τKH,2
, 1

)

Ṁ1, (2)

where Ṁ1 is the mass loss rate of the primary star and τṀ
is the accretion time scale defined as

τṀ ≡
M2

Ṁ1

, (3)

The Kelvin-Helmholtz timescale τKH,2 is defined as

τKH,2 =
GM2(M2 −Mc,2)

L2R2
, (4)

where M2, Mc,2, L2 and R2 are the secondary stellar mass,
the core mass, the luminosity and the radius of the star, re-
spectively. If the secondary star is a He-shell burning phase,
we assume the secondary star can get all matter of the pri-
mary. Thus,

Ṁ2 = −Ṁ1. (5)

In our standard model, we use β function defined by Eq.(2)
which is computed by the fitting formulae by Hurley et al.
(2002). However, the accretion rate of the secondary which
is not a compact object, is not understood well so that we
use also the accretion rate of the secondary described by the
constant β parameter (For details see §2.2.5).

If the secondary star is the compact object such as NS
and BH, we always use β = 0 and the maximum of the
accretion rate is limited by the Eddington mass accretion

rate defined by

ṀEdd =
4πcR2

κT
(6)

= 2.08 × 10−3(1 +X)−1

(

R2

R⊙

)

M⊙ yr−1,

where κT = 0.2(1 +X) cm2 g−1 is the Thomson scattering
opacity and X(= 0.76) is the H-mass fraction for Pop III
star.

When the primary star is the giant and the mass trans-
fer is dynamically unstable, the secondary star plunges into
the primary envelope and the binary becomes the common
envelope phase. In this phase, the friction between the pri-
mary star and the secondary star yields the loss of the
angular momentum of the secondary to decrease the bi-
nary separation, while the envelope of the primary is evap-
orated by the energy liberated through the friction. Con-
sequently, the binary either becomes the close binary or
merges during the common envelope phase. Now we define
ai, af , M1, Mc,1, Menv,1 andR1 as the separation before the
common envelope phase, the separation after the common
envelope phase, the primary mass, the primary core mass,
the primary envelope mass and the primary separation, re-
spectively. The separation after the common envelope phase
is calculated by the energy formalism defined by

α

(

GMc,1M2

2af
−

GM1M2

2ai

)

=
GM1Menv,1

λR1
, (7)

where α and λ are the efficiency and the binding energy
parameter, respectively. In our standard model, we adopt
αλ = 1.

In our calculation, we adopt two merger criteria during
the common envelope phase which is shown already in the
last paragraph of §2 before §2.1.

When the supernova explosion occurs, the sudden mass
ejection and the natal kick make the binary obit to change
drastically. In our standard model, we adopt the natal kick
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Table 2. our standard model

under100 over100 140

NSNS 0 (279) 0 (279) 0 (195)
NSBH 185335 (187638) 185335 (187638) 153435 (155694)
BHBH 517067 (522581) 534693 (540316) 595894 (604930)

merged NSNS 0 (279) 0 (279) 0 (195)
merged NSBH 50 (149) 50 (149) 825 (1255)
merged BHBH 115056 (120532) 131060 (136645) 128894 (137903)

Table 3. IMF:M−1

under100 over100 140

NSNS 2 (789) 2 (789) 1 (693)
NSBH 168100 (169794) 168100 (169794) 157106 (158831)
BHBH 350169 (353524) 357989 (361378) 405922 (410802)

merged NSNS 2 (789) 2 (789) 1 (693)
merged NSBH 68 (183) 68 (183) 374 (579)
merged BHBH 74745 (78054) 81786 (85129) 87590 (92450)

Table 4. IMF:Salpeter

under100 over100 140

NSNS 5 (1994) 5 (1994) 3 (1957)
NSBH 93085 (93793) 93085 (93793) 92861 (93603)
BHBH 132534 (133485) 133880 (134835) 144096 (145294)

merged NSNS 5 (1994) 5 (1994) 3 (1957)
merged NSBH 64 (164) 64 (164) 97 (216)
merged BHBH 25536 (26468) 26720 (27656) 28378 (29564)

Table 5. f(e) = const.

under100 over100 140

NSNS 0 (358) 0 (358) 0 (255)
NSBH 183460 (184761) 183460 (184761) 152099 (153548)
BHBH 522809 (526892) 541264 (545459) 602071 (608210)

merged NSNS 0 (358) 0 (358) 0 (255)
merged NSBH 43 (130) 43 (130) 843 (1087)
merged BHBH 111106 (1115171) 127904 (132081) 124714 (130831)

Table 6. f(e) = e−0.5

under100 over100 140

NSNS 0 (365) 0 (365) 0 (258)
NSBH 181650 (182388) 181650 (182388) 150779 (151805)
BHBH 523285 (526534) 542015 (545389) 602575 (607054)

merged NSNS 0 (365) 0 (365) 0 (258)
merged NSBH 38 (100) 38 (100) 774 (964)
merged BHBH 107594 (110832) 124620 (127983) 121494 (125955)

c⃝ 0000 RAS, MNRAS 000, 000–000
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Table 7. kick 100 km s−1

under100 over100 140

NSNS 283 (794) 283 (794) 180 (516)
NSBH 32701 (34778) 32701 (34778) 32014 (34144)
BHBH 191755 (197327) 208268 (213962) 234117 (243348)

merged NSNS 17 (526) 17 (526) 6 (342)
merged NSBH 2527 (3016) 2527 (3016) 3218 (3762)
merged BHBH 117415 (122830) 132066 (137603) 135758 (144554)

Table 8. kick 300 km s−1

under100 over100 140

NSNS 8 (112) 8 (112) 4 (78)
NSBH 11922 (13133) 11941 (13152) 12115 (13330)
BHBH 70728 (75011) 78058 (82496) 86876 (93481)

merged NSNS 1 (85) 1 (85) 1 (60)
merged NSBH 3893 (4483) 3900 (4490) 4406 (5002)
merged BHBH 51928 (56021) 58793 (63041) 64084 (70252)

Table 9. αλ = 0.01

under100 over100 140

NSNS 0 (0) 0 (0) 0 (0)
NSBH 148290 (148770) 148290 (148770) 116548 (117117)
BHBH 340893 (352047) 345140 (363191) 365526 (382686)

merged NSNS 0 (0) 0 (0) 0 (0)
merged NSBH 0 (294) 0 (294) 30 (412)
merged BHBH 32283 (43437) 36530 (54581) 27790 (44950)

Table 10. αλ = 0.1

under100 over100 140

NSNS 0 (0) 0 (0) 0 (0)
NSBH 162814 (173016) 162814 (173016) 130556 (138835)
BHBH 434590 (464369) 448847 (480217) 480520 (520031)

merged NSNS 0 (0) 0 (0) 0 (0)
merged NSBH 45 (181) 45 (181) 1065 (1877)
merged BHBH 111696 (141356) 125953 (157204) 124830 (164240)

Table 11. αλ = 10

under100 over100 140

NSNS 1116 (2215) 1116 (2215) 840 (1616)
NSBH 198408 (198758) 198408 (198758) 166173 (166408)
BHBH 542399 (542603) 560156 (560360) 624631 (624958)

merged NSNS 890 (1949) 890 (1949) 634 (1381)
merged NSBH 767 (975) 767 (975) 506 (645)
merged BHBH 91787 (91989) 104656 (104858) 93729 (94055)
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Table 12. β = 0

under100 over100 140

NSNS 0 (279) 0 (279) 0 (195)
NSBH 185335 (187638) 185335 (187638) 153435 (155694)
BHBH 517067 (522581) 534693 (540316) 595894 (604930)

merged NSNS 0 (279) 0 (279) 0 (195)
merged NSBH 50 (149) 50 (149) 825 (1255)
merged BHBH 115056 (120532) 131060 (136645) 128894 (137903)

Table 13. β = 0.5

under100 over100 140

NSNS 5 (380) 5 (380) 6 (272)
NSBH 193921 (196094) 193921 (196094) 158518 (160442)
BHBH 549893 (554150) 554966 (559228) 628253 (635698)

merged NSNS 5 (380) 5 (380) 6 (272)
merged NSBH 199 (286) 199 (286) 766 (1082)
merged BHBH 117094 (121310) 119758 (123979) 126090 (133512)

Table 14. β = 1

under100 over100 140

NSNS 1359 (2006) 1359 (2006) 898 (1344)
NSBH 218311 (220521) 218311 (220522) 178444 (180375)
BHBH 531452 (536579) 531484 (536611) 610732 (619230)

merged NSNS 1358 (2005) 1358 (2005) 898 (1344)
merged NSBH 119 (255) 119 (255) 578 (917)
merged BHBH 50119 (55214) 50119 (55214) 57025 (65121)

Table 15. Worst

under100 over100 140

NSNS 1637 (1637) 1637 (1637) 1604 (1604)
NSBH 4345 (4345) 4345 (4345 4283 (4285)
BHBH 5227 (5235) 5227 (5235) 5560 (5586)

merged NSNS 1562 (1562) 1562 (1562) 1532 (1532)
merged NSBH 1645 (1645) 1645 (1645) 1604 (1606)
merged BHBH 3195 (3203) 3195 (3203) 3376 (3399)
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Figure 1. our standard model

Each line is the normalized distribution of the BH-BH chirp mass.
The red, green, blue, pink, light blue and grey lines are the un-
der100 case with optimistic core-merger criterion, the over100
case with optimistic core-merger criterion, the 140 case with opti-
mistic core-merger criterion, the under100 case with conservative
core-merger criterion, the over100 case with conservative core-
merger criterion and the 140 case with conservative core-merger
criterion, respectively.
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Figure 2. IMF:logflat

Same as Fig.1 but for IMF:logflat model.
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Figure 3. IMF:Salpeter

Same as Fig.1 but for IMF:Salpeter model.

10-7

10-6

10-5

10-4

10-3

10-2

10-1

20 40 60 80 100 120 140

d
N

/d
M

ch
ir
p
/N

to
ta

l

 BH-BH chirp mass [Msun]

             under100 (optimistic core merger)
             over100 (optimistic core merger)

             140 (optimistic core merger)
             under100 (conservative core merger)

             over100 (conservative core merger)
             140 (conservative core merger)

Figure 4. f(e) = const.

Same as Fig.1 but for f(e) = const. model.
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Figure 5. f(e) = e−0.5.

Same as Fig.1 but for f(e) = e−0.5 model.
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Figure 6. kick 100 km s−1

Same as Fig.1 but for kick 100 km s−1 model.
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Figure 7. kick 300 km s−1

Same as Fig.1 but for kick 300 km s−1 model.
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Figure 8. αλ = 0.01

Same as Fig.1 but for αλ = 0.01 model.
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Figure 9. αλ = 0.1

Same as Fig.1 but for αλ = 0.1 model.

10-7

10-6

10-5

10-4

10-3

10-2

10-1

20 40 60 80 100 120 140

d
N

/d
M

ch
ir
p
/N

to
ta

l

 BH-BH chirp mass [Msun]

             under100 (optimistic core merger)
             over100 (optimistic core merger)

             140 (optimistic core merger)
             under100 (conservative core merger)

             over100 (conservative core merger)
             140 (conservative core merger)

Figure 10. αλ = 10

Same as Fig.1 but for αλ = 10 model.
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Figure 11. β = 0

Same as Fig.1 but for β = 0 model.
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Figure 12. β = 0.5

Same as Fig.1 but for β = 0.5 model.

10-7

10-6

10-5

10-4

10-3

10-2

10-1

20 40 60 80 100 120 140

d
N

/d
M

ch
ir
p
/N

to
ta

l

 chirp mass [Msun]

             under100 (optimistic core merger)
             over100 (optimistic core merger)

             140 (optimistic core merger)
             under100 (conservative core merger)

             over100 (conservative core merger)
             140 (conservative core merger)

Figure 13. β = 1

Same as Fig.1 but for β = 1 model.
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Figure 14. Worst

Same as Fig.1 but for Worst model.
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Figure 15. merger time:IMF

This figure describes the merger time distributions of Pop III
BH-BHs. The red line, the green line and the blue line are our
standard model, the logflat model and the Salpeter model.
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Figure 16. merger time:e

This figure describes the merger time distributions of Pop III BH-
BHs. The red line, the pink line and the light blue line are our
standard model, f(e) = const. model and f(e) = e−0.5 model.
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Figure 17. merger time:kick

This figure describes the merger time distributions of Pop III
BH-BHs. The red line, the orange line and the black line are our
standard model, the kick 100 km s−1 model and the kick 300 km
s−1 model.
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Figure 18. merger time:αλ

This figure describes the merger time distributions of Pop III BH-
BHs. The red line, the orange line, the grey line and the black
line are our standard model, the αλ = 0.01 model, the αλ = 0.1
and the αλ = 10 model.

3.2 The merger rate properties of Pop III

BH-BHs

In this sub-section, we show the merger rate density of each
model. The merger rate density Ri(t) is calculated using
results of each model and the Pop III star formation rate
of de Souza, Yoshida & Ioka (2011) (See Kinugawa et al.
(2014) for details) as

Ri(t) =

∫ t

0

fb
SFR(t′)
< M >

Ni(t− t′)
Ntotal

dt′ (17)

where i is the type of compact binaries such as NS-NS, NS-
BH or BH-BH. fb is the initial binary faction. The recent
cosmological hydrodynamics simulation (Susa et al. 2014)
suggests that the binary fraction is about 50%. Thus, we
use fb = 1/3 since the total number of the binary is half of
the total number of the stars in the binary. < M > is the
mean initial stellar mass of Pop III star derived from IMF
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Figure 19. merger time:β

This figure describes the merger time distributions of Pop III BH-
BHs. The red line, the green line, the blue line and the pink line
are our standard model, the β = 0 model, the β = 0.5 and the
β = 1 model.
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Figure 20. merger time:Worst

This figure describes the merger time distributions of Pop III BH-
BHs. The red line, the blue line, the light blue line, the black line,
the orange line, the pink line and the green line are our standard
model, the Salpeter model, the f(e) = e−0.5 model, the αλ = 0.01
model, the β = 1 model and the Worst model.

and the initial mass range. SFR(t′) [M⊙ yr−1 Mpc−3] is the
Pop III star formation rate at t′. Ni(t− t′) is the number of
type i compact binaries which are formed in [t′, t′ + dt] and
merge at time t. Ntotal is the total number of the simulated
binaries.

Figure 21 to 34 show the merger rate densities
[Myr−1 Mpc−3] of BH-BHs as a function of cosmic time
(lower abscissa) and redshift z (upper abscissa). It is seen
that in each model the merger rate densities for the same
redshift depend on neither the initial mass range ( [10,100] or
[10,140] ) nor the CE merger criterion. As a function of the
redshift ,the merger rate densities are nearly constant from
z = 0 to z ∼ 1 in each model. Table 16 shows the merger
rate density [Myr−1 Mpc−3] at z = 0 for each model. The
lowest rate is as expected in worst model while the highest
rate is in β = 0.5 model. Fig. 35 shows the difference of the
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Figure 21. our standard

The red, green, blue, pink, light blue and grey lines are the un-
der100 case with optimistic core-merger criterion, the over100
case with optimistic core-merger criterion, the 140 case with opti-
mistic core-merger criterion, the under100 case with conservative
core-merger criterion, the over100 case with conservative core-
merger criterion and the 140 case with conservative core-merger
criterion, respectively.
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Figure 22. IMF:logflat

The same as Fig. 21 but for IMF:logflat model.

merger rate density of each model for under100 case. Table
17 describes the peak redshift of the BH-BHs merger rate
density of each model in under100 case. It is seen that the
peak redshift of the BH-BHs merger rate density ranges from
8.8 to 7.15. These peak redshifts are near the peak of the
star formation rate at z ∼ 9 . In the following , we discuss
the difference of each model.

The IMF dependence of the peak redshift of the merger
rate density is clear seen. Namely for the steeper IMF the
peak redshift is small although the difference is not so large
(∼0.45 in z). Since BH-BH progenitors whose initial mass is
lower than 50 M⊙ tend to evolve via the RLOF but not via
the CE, the steeper IMF can make BH-BH progenitors to
evolve via RLOFs. BH-BHs which evolved via RLOFs tend
to have the wider orbit than BH-BHs which evolved via CE
phases. Therefore, the typical merger time for the steeper
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Figure 23. IMF:Salpeter

The same as Fig. 21 but for IMF:Salpeter model.
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Figure 24. f(e) = const.

The same as Fig. 21 but for f(e) = const. model.
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Figure 25. f(e) = e−0.5

The same as Fig. 21 but for f(e) = e−0.5 model.

c⃝ 0000 RAS, MNRAS 000, 000–000

Results�

�	�

18 T. Kinugawa et al.

Table 16. The merger rate density [/Myr/Mpc3] at z = 0

under100 over100 140

our standard 0.0258 (0.0260) 0.0277 (0.0279) 0.0251 (0.0252)
IMF:logflat 0.0230 (0.0232) 0.0240 (0.0245) 0.0232 (0.0236)
IMF:Salpeter 0.0116 (0.0117) 0.0121 (0.0122) 0.0131 (0.0132)
f(e) = const. 0.0267 (0.0267) 0.0288 (0.0288) 0.0242 (0.0242)
f(e) = e−0.5 0.0252 (0.0252) 0.0270 (0.0271) 0.0228 (0.0228)

kick 100 km s−1 0.0210 (0.0212) 0.0223 (0.0226) 0.0203 (0.0207)
kick 300 km s−1 0.00726 (0.00732) 0.00747 (0.00754) 0.00657 (0.00672)

αλ = 0.01 0.00542 (0.00542) 0.00542 (0.00542) 0.00290 (0.00290)
αλ = 0.1 0.0249 (0.0255) 0.0249 (0.0255) 0.0207 (0.0210)
αλ = 10 0.0229 (0.0229) 0.0253 (0.0253) 0.0192 (0.0192)
β = 0 0.0258 (0.0260) 0.0277 (0.0279) 0.0251 (0.0252)
β = 0.5 0.0361 (0.0362) 0.0369 (0.0370) 0.0320 (0.0321)
β = 1 0.0186 (0.0187) 0.0186 (0.0187) 0.0159 (0.0161)
Worst 0.00194 (0.00194) 0.00194 (0.00194) 0.00169 (0.00169)
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Figure 26. kick 100 km s−1

The same as Fig. 21 but for kick 100 km s−1 model.
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Figure 27. kick 300 km s−1

The same as Fig. 21 but for kick 300 km s−1 model.

10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

0 2000 4000 6000 8000 10000 12000 14000

R
(t

) 
[M

yr
-1

 M
p
c-3

]

 t [Myr]

5 4 3 2 1 0.5 0.1 0
z

             under100 (optimistic core merger)
             over100 (optimistic core merger)

             140 (optimistic core merger)
             under100 (conservative core merger)

             over100 (conservative core merger)
             140 (conservative core merger)

Figure 28. αλ = 0.01

The same as Fig. 21 but for αλ = 0.01 model.
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Figure 29. αλ = 0.1

The same as Fig. 21 but for αλ = 0.1 model.
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Table 17. The peak redshift of the BH-BHs merger rate density

model peak redshift

our standard 7.85
IMF:logflat 7.75
IMF:Salpeter 7.4
f(e) = const. 7.85
f(e) = e−0.5 7.8

kick 100 km s−1 7.5
kick 300 km s−1 8.65

αλ = 0.01 7.2
αλ = 0.1 8.5
αλ = 10 6.85
β = 0 7.85
β = 0.5 7.15
β = 1 8.8
Worst 8.3

of survived binaries during the CE phase and the merger
time of the BH-BHs. If αλ is low , i.e. the orbit energy loss
via the CE phase is high, the number of survived binaries
during the CE phase is small and the merger time of the
BH-BHs is short. In αλ = 0.01 model, αλ is too small so
the binaries which have the CE phase merge during the CE
phase. Thus, merged BH-BH progenitors evolved via RLOF
so that they have wide orbit. Therefore, their merger time
tend to be long and the peak redshift is smaller than our
standard model. In αλ = 0.1 model, αλ is small but the
binaries which become the CE phase do not merge during
the CE phase and they have close orbit due to small αλ.
Thus, the merger time of BH-BHs is short and the peak
redshift is large. In αλ = 10 model, αλ is so large that
binaries after the CE phase have wide orbit due to large
αλ. Thus, the merger time of BH-BHs is long and the peak
redshift is small. These consideration explains the strange
behavior of the peak redshift on αλ parameter.

In the case of the parameter β, it not only changes the
mass accretion to the secondary but also changes the crite-
rion of the dynamically unstable mass transfer. In β = 0.5
model, the mass transfer is dynamically stable so that the
number of the binaries which evolve via RLOF but not via
the CE phase. Thus, the typical merger time is long and
the peak redshift is low. In β = 1 model, the mass transfer
is always dynamically stable. Furthermore, the mass accre-
tion to the secondary during RLOF does not occur so that
the orbit becomes wide, On the other hand, binaries which
have the eccentric orbit have only the CE phase. Thus, the
merged BH-BHs are separated into two groups. In one group
the binaries evolve via RLOF while in the other group they
evolve via the CE phase due to the eccentric orbit. The for-
mer group merges at low redshift and the latter group does
at high redshift. Therefore, in the β = 1 model, the merger
rate density are bimodal as shown in Fig. 35.
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Figure 35. The merger rate densities

3.3 The detection rate of Pop III BH-BHs by the

second generation detectors

In this section, we show how to calculate the detection rate
of BH-BHs.
Our Pop III population synthesis simulations produced
a set of merged BH-BHs with component masses and
merger time. We computed detection rates via the
Monte Carlo simulation of the gravitational wave ob-
servation for 10 years. We use the detection range of
Kanda & the LCGT collaboration (2011).

Tables 18 to 23 describe the detection rate of BH-BHs
in each model. Tables 18 to 23 describe the detection rate
of BH-BHs in each model. The first column shows the name
of the model. The second , the third, the fourth , the fifth
and the sixth columns show the detection rate only by the
inspiral chirp signal, the detection rate only by the quasi
normal mode (QNM) with Kerr parameter a/M = 0.70, the
detection rate by the inspiral chirp signal and the QNM with
a/M = 0.70, the detection rates only by the QNM with a/M
= 0.98 and the detection rate by the inspiral chirp signal
and the QNM with a/M = 0.98, respectively. When signal-
to-noise ratio of event that is calculated by matched filtering
equation, over threshold signal-to-noise ratio, S/N = 8, the
event is detected. The QNM S/N is calculated by Eq. B14 in
Flanagan & Hughes (1998). ϵr in this equation is the frac-
tion of binary total mass energy radiated in the QNM. We
assumed the value ϵr = 0.03. Since their equation is aver-
aged over the GW polarization and the sky location, a factor
1/5 is multiplied by the equation. However we have to take
account of angular values of binary, we replace the factor

with
√

(1 + cos2 ι)2F 2
+/4 + cos2 ιF 2

×, where the ι is the in-

clination angle, and F+, F× are KAGRA antenna pattern
functions. For the fourth and sixth columns, their S/N are
calculated by the linear summation of S/N of the inspiral
and the QNM with a/M = 0.70 and 0.98, respectively. All
the rates are based on ten years Monte Carlo simulations.

In Zlochower & Lousto (2015), the reasonable value
of Kerr parameter a/M is about 0.7. Thus, we focus on
the detection rate by the inspiral chirp signal and the
QNM with a/M = 0.70. In our standard model with un-
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Table 18. under100 cases with optimistic core-merger criterion, 10year

This table shows the detection rates of Pop III BH-BHs for under100 cases with the optimistic core-merger criterion. The first column
shows the name of the model. The second , the third, the fourth , the fifth and the sixth columns show the detection rate only by the
inspiral chirp signal, the detection rate only by the quasi normal mode (QNM) with Kerr parameter a/M = 0.70, the detection rate by
the inspiral chirp signal and the QNM with a/M = 0.70, the detection rates only by the QNM with a/M = 0.98 and the detection rate

by the inspiral chirp signal and the QNM with a/M = 0.98, respectively. When signal-to-noise ratio of event that is calculated by
matched filtering equation, over threshold signal-to-noise ratio, S/N = 8, the event is detected. For the fourth and sixth columns, their
S/N are calculated by the linear summation of S/N of the inspiral and the QNM with a/M = 0.70 and 0.98, respectively. All the rates

are based on ten years Monte Carlo simulations.

14models Inspiral QNM(0.70) Inspiral + QNM(0.70) QNM(0.98) Inspiral + QNM(0.98)

our standard 659 474 2618 80 1539
IMF:logflat 628 341 2138 60 1298
IMF:Salpeter 314 111 955 17 569
f(e)= const 681 497 2560 101 1530
f(e) = e−0.5 637 445 2519 78 1474
kick 100 km/s 526 420 2067 75 1242
kick 300 km/s 160 141 703 30 417

αλ=0.01 153 92 501 19 300
αλ=0.1 583 545 2463 86 1451
αλ=10 637 409 2255 79 1362
β=0 694 484 2473 76 1540
β=0.5 970 523 3367 99 2011
β=1 448 329 1840 46 1098
Worst 44 24 146 5 94

Table 19. over100 cases with the optimistic core-merger criterion, 10year

The same as Table 18 but for over100 cases with the optimistic core-merger criterion.

14models Inspiral QNM(0.70) Inspiral + QNM(0.70) QNM(0.98) Inspiral + QNM(0.98)

our standard 615 1100 3408 247 1822
IMF:logflat 631 732 2680 180 1478
IMF:Salpeter 334 220 1163 42 692
f(e)= const 671 1271 3665 282 1944
f(e) = e−0.5 589 1162 3408 256 1728
kick 100 km/s 506 804 2614 174 1394
kick 300 km/s 186 308 913 76 491

αλ=0.01 135 147 624 35 346
αλ=0.1 502 989 3048 212 1591
αλ=10 596 954 3043 232 1591
β=0 620 1113 3434 239 1741
β=0.5 930 689 3539 116 2032
β=1 432 285 1728 55 1014
Worst 44 20 163 3 101

cosmic reionization. Kulkarni et al. (2014) suggest that the
peak value of Pop III SFR is from ∼ 10−4.2 M⊙ yr−1 Mpc−3

to ∼ 10−1.3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from that
of the metal pollution timescale. While Yajima & Khochfar
(2015) suggests that the peak value of Pop III SFR is
∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 15 in order to recover the
observed Thomson scattering optical depth of the cosmic
microwave background These estimated value of the SFR
tell us that except for the worst model, we can expect the
detection of GW from massive Pop III BH-BH near future.

From Figs. 35, the peak of the rate of the merger of
Pop III BH binary is around z = 9 so that the observed
frequency of the chirp signal and the quasi normal mode
are ∼ 10 times small. To detect such a low frequency grav-
itational wave, DECIGO( DECi hertz Interferometer Grav-
itational wave Observatory) (Seto, Kawamura & Nakamura
2001) will be most appropriate. When DECIGO starts an
observation around 2030, we can detect gravitational waves
from Pop III BH-BHs which merged at z ∼ 9. Thus, we
might identify the peak of Fig. 35. The peak of Fig. 35 de-
pends not only on binary parameters, but also on the Pop
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shows the name of the model. The second , the third, the fourth , the fifth and the sixth columns show the detection rate only by the
inspiral chirp signal, the detection rate only by the quasi normal mode (QNM) with Kerr parameter a/M = 0.70, the detection rate by
the inspiral chirp signal and the QNM with a/M = 0.70, the detection rates only by the QNM with a/M = 0.98 and the detection rate

by the inspiral chirp signal and the QNM with a/M = 0.98, respectively. When signal-to-noise ratio of event that is calculated by
matched filtering equation, over threshold signal-to-noise ratio, S/N = 8, the event is detected. For the fourth and sixth columns, their
S/N are calculated by the linear summation of S/N of the inspiral and the QNM with a/M = 0.70 and 0.98, respectively. All the rates

are based on ten years Monte Carlo simulations.
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f(e)= const 681 497 2560 101 1530
f(e) = e−0.5 637 445 2519 78 1474
kick 100 km/s 526 420 2067 75 1242
kick 300 km/s 160 141 703 30 417

αλ=0.01 153 92 501 19 300
αλ=0.1 583 545 2463 86 1451
αλ=10 637 409 2255 79 1362
β=0 694 484 2473 76 1540
β=0.5 970 523 3367 99 2011
β=1 448 329 1840 46 1098
Worst 44 24 146 5 94

Table 19. over100 cases with the optimistic core-merger criterion, 10year

The same as Table 18 but for over100 cases with the optimistic core-merger criterion.

14models Inspiral QNM(0.70) Inspiral + QNM(0.70) QNM(0.98) Inspiral + QNM(0.98)

our standard 615 1100 3408 247 1822
IMF:logflat 631 732 2680 180 1478
IMF:Salpeter 334 220 1163 42 692
f(e)= const 671 1271 3665 282 1944
f(e) = e−0.5 589 1162 3408 256 1728
kick 100 km/s 506 804 2614 174 1394
kick 300 km/s 186 308 913 76 491

αλ=0.01 135 147 624 35 346
αλ=0.1 502 989 3048 212 1591
αλ=10 596 954 3043 232 1591
β=0 620 1113 3434 239 1741
β=0.5 930 689 3539 116 2032
β=1 432 285 1728 55 1014
Worst 44 20 163 3 101

cosmic reionization. Kulkarni et al. (2014) suggest that the
peak value of Pop III SFR is from ∼ 10−4.2 M⊙ yr−1 Mpc−3

to ∼ 10−1.3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from that
of the metal pollution timescale. While Yajima & Khochfar
(2015) suggests that the peak value of Pop III SFR is
∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 15 in order to recover the
observed Thomson scattering optical depth of the cosmic
microwave background These estimated value of the SFR
tell us that except for the worst model, we can expect the
detection of GW from massive Pop III BH-BH near future.

From Figs. 35, the peak of the rate of the merger of
Pop III BH binary is around z = 9 so that the observed
frequency of the chirp signal and the quasi normal mode
are ∼ 10 times small. To detect such a low frequency grav-
itational wave, DECIGO( DECi hertz Interferometer Grav-
itational wave Observatory) (Seto, Kawamura & Nakamura
2001) will be most appropriate. When DECIGO starts an
observation around 2030, we can detect gravitational waves
from Pop III BH-BHs which merged at z ∼ 9. Thus, we
might identify the peak of Fig. 35. The peak of Fig. 35 de-
pends not only on binary parameters, but also on the Pop
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2.3. Detection Range
How far astronomical objects can be detected by the gravitational wave detection
? The detection range is depend on the gravitational waveform. Here, we
discussed about the typical cases: compact binary coalescence and black hole
quasi-normal mode oscillation.

In case of compact binary coalescence, a gravitational waveform can be
predicted with post-newtonian approximation[4]. Using the frequency spectra
of gravitational wave and noise power spectral density, the detection range
for optimal incident direction and arrangement of compact binaries. Figure
3 displays the detection range as the function of star masses, in case of even
mass binary. LCGT’s detection range for 1.4M⊙ binary is about 280 Mpc in
optimal case with signal-to-noise ratio 8. Assuming galactic merger rate 118
events/Galaxy in average and known density of galaxies, LCGT is expected to
detect about 10 events per year.

For case of black hole quasi-normal mode, we estimate the signal-to-noise
ratio with assumption that 3% of mass will change as a radiation[6] and Kerr
parameter as 0.9 in this figure.
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Figure 3. Detection range for LCGT for optimal direction and arrangement of
GW source. x-axis is mass of one star of binary, or half of black hole total mass.
Thick solid and thick dashed lines are corresponding to signal-to-noise ratio 8,
that is believed as enough signature to claim the detection.

3. Global Network of GW detectors
As we explained previous section, there are some gravitational wave detectors
in the world, and these are dislocated. This is important strategy to determine
the gravitational wave incident direction and polarization. Global network of
the gravitational wave detector is necessary to determine the source direction,
to improve whole sky coverage, and extract more information from gravitational
wave sources.

Target frequency of the gravitational wave from typical astronomical objects,
e.g. compact star coalescence, stellar-core collapse etc. are frequency band
of a few 10 Hz to several kHz. Since the wavelength λ of 1kHz gravitational
wave is 300 km that is longer than visible or infrared light, X or gamma-rays,

From Kanda  and LCGT(KAGRA now)  
Astro-ph/1112.3092  a=0.9 for QNM�

Remember that typical 
total mass and chirp mass 
are 60 Msun and  
30 Msun, respectively.�

�
�
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Table 20. 140 cases with the optimistic core-merger criterion, 10year

The same as Table 18 but for 140 cases with the optimistic core-merger criterion

14models Inspiral QNM(0.70) Inspiral + QNM(0.70) QNM(0.98) Inspiral + QNM(0.98)

our standard 474 2851 4936 1232 2786
IMF:logflat 554 1737 3743 675 2076
IMF:Salpeter 362 471 1502 140 846
f(e)= const 432 2822 4870 1172 2668
f(e) = e−0.5 408 2784 4737 1151 2517
kick 100 km/s 361 2526 4239 926 2198
kick 300 km/s 109 837 1433 369 809

αλ=0.01 60 130 385 34 185
αλ=0.1 360 1589 3396 469 1653
αλ=10 404 2155 3727 1084 2259
β=0 457 2831 5000 1221 2725
β=0.5 588 3389 5993 1392 3271
β=1 292 1619 3001 496 1424
Worst 36 33 153 9 86

Table 21. under100 cases with the conservative core-merger criterion, 10year

The same as Table 18 but for under100 cases with the conservative core-merger criterion

14models Inspiral QNM(0.70) Inspiral + QNM(0.70) QNM(0.98) Inspiral + QNM(0.98)

our standard 627 485 2575 90 1526
IMF:logflat 652 300 2156 52 1329
IMF:Salpeter 346 90 977 12 625
f(e)= const 731 529 2666 101 1609
f(e) = e−0.5 654 468 2468 95 1433
kick 100 km/s 515 395 2007 80 1209
kick 300 km/s 188 144 739 32 455

αλ=0.01 128 135 571 34 334
αλ=0.1 542 470 2361 75 1355
αλ=10 584 404 2127 73 1244
β=0 647 496 2499 97 1492
β=0.5 879 567 3354 96 1971
β=1 487 345 1839 64 1058
Worst 47 20 163 3 97

III SFR. Therefore, we might get the information of Pop III
SFR.

In this paper, the merged NS-NS and NS-BH are not
considered because they are negligibly small in number in
almost all models. However, in some models they are not
so. Since they are the candidates of the short gamma ray
burst (GRB), the high redshift observation of GRB by Hi-z
GUNDAM (Yonetoku et al. 2014) might be possible. Thus,
the merged NS-NS and NS-BH might also be useful for Pop
III binary parameter studying.
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der100 case and optimistic core-merger criterion, the de-
tection rate by the inspiral chirp signal and the QNM
is 261.8 events yr−1 (SFRP/(10

−2.5 M⊙ yr−1 Mpc−3)).
Therefore, we now redefine the systematic error Errsys
as 261.8 events yr−1 (SFRP/(10

−2.5 M⊙ yr−1 Mpc−3)) ·
Errsys. Errsys = 1 corresponds to the rate for our stan-
dard model with under100 case and the optimistic core-
merger criterion. The definition of Errsys is slightly dif-
ferent from that in our previous paper (Kinugawa et al.
2014). That is, the new definition is based on Monte
Carlo simulations of the detection of the inspiral chirp
signal and QNM with a/M = 0.7. The basic numerical
data of population synthesis of our standard model is the
same. Then Tables 18-23 show that Errsys ranges from
5.577 × 10−2 to 2.289 for a/M = 0.7. This means that
the detection rate of the coalescing Pop III BH-BHs ranges
14.6 − 599.3 events yr−1 (SFRp/(10

−2.5M⊙ yr−1 Mpc−3)).
The minimum detection rate of the coalescing Pop III BH-
BHs corresponds to the worst model which we think unlikely
so that unless (SFRp/(10

−2.5 M⊙ yr−1 Mpc−3)) ≪ 0.1, we
can expect the Pop III BH binary merger at least one event
per year by the second generation gravitational wave detec-
tor. In this case, Tables 18-23 show that there is a good
chance to observe the quasi-normal mode of the merged
black hole since it reflects the space-time near the black hole
and their complex frequency does not depend on how it is
excited. The detection of the expected quasi-normal mode
of the black hole can confirm Einstein theory in the strong
gravity region. If it is different from the expected value, the
true theory of gravity is different from Einstein theory.

4 DISCUSSION & SUMMERY

In this paper, we performed the Pop III binary population
synthesis and examined the parameter dependence of Pop
III binary evolutions. We examined the dependence of the re-
sults on IMF, IEF, the supernova kick velocity, the common
envelope parameters and the lose fraction of stellar mass. As
for the chirp mass distribution, each model has the peak at
around 30 M⊙. In several models, the chirp mass distribu-
tion has a tail from 30 M⊙ to more massive region. However
the robust property is that the chirp mass distribution has
the peak at 30 M⊙.

In order to compare the variability of Errsys, we re-
fer previous researches such as Belczynski et al. (2012);
Dominik et al. (2014). In Belczynski et al. (2012), they cal-
culated the solar metal (Z = 0.02) binaries and 10% solar
metal (Z = 0.002) binaries to estimate the detection rates
assuming as half of the stars formed with solar metal and the
other with10% solar metal. In Belczynski et al. (2012), they
calculated 20 models by varying the maximum NS mass,
the natal kick velocity, rapid or delayed supernova models
which change the mass spectrum of supernova remnants,
wind mass loss and β. They also considered whether in
the Hertzsprung gap donors always merge companion dur-
ing the CE phase or not. The detection rate of their re-
alistic Standard model in Belczynski et al. (2012) is 517.3
events yr−1 The detection rates of Belczynski et al. (2012)

are from 14 events yr−1 to 12434.4 events yr−1. Thus, Errsys
of Belczynski et al. (2012) is from 2.706 × 10−2 to 24.04.

On the other hand, Dominik et al. (2014) calculated
binaries whose metallicity range is from Z = 10−4 to
Z = 0.03 and estimated the detection rate using the metal-
licity and SFR evolution models. There are 16 models vary-
ing high-end or low-end metallicity models, whether in the
Hertzsprung gap donors always merge companion during
the CE phase or not, rapid or delayed supernova models,
the natal kick and waveform models. The detection rate
of their Standard model of high-end metallicity scenario
in Dominik et al. (2014) is 236 events yr−1 The detection
rate of Dominik et al. (2014) is from 4.2 events yr−1 to
3087 events yr−1 by the 3-detector network (S/N=10). Thus,
Errsys of Dominik et al. (2014) is from 1.780×10−2 to 13.08.
Therefore, the variability of Errsys of Pop III is less than that
of Pop I and Pop II, although the models are different. There
are two reasons for this difference. Firstly, Pop III star bi-
naries do not enter the CE phase so that the result does
not depend on the treatment of the CE phase so much. Sec-
ondly, the Pop III compact binaries are more massive than
the Pop I compact binary so that the Pop III binaries are
hard to be disrupted by the SN kick. Therefore, the prop-
erty of the chirp mass distribution and the detection rate
are likely robust result.

There are some uncertainties yet such as the separa-
tion distribution function and the mass ratio distribution
function for which we did not alter. The former will change
the number of close binaries which can have binary interac-
tions. Therefore this effect may change the event rate, but
the property of chirp mass distribution is not likely changed
a lot because the binary interaction is not changed. There-
fore we may be able to confirm the existence of Pop III star
by the detection of the chirp signal and the quasi normal
mode to determine of the chirp mass and the total mass dis-
tribution since the mass of Pop III BH-BH binary is much
larger than those of observed Pop I BH.

As for the mass ratio distribution function, if the num-
ber of the high mass ratio (i.e. near 1) increases, the num-
ber of BH-BH probably increase. On the other hand, if the
number of the low mass ratio increase, the number of BH-
BH will decrease while the number of NS-BH will increase.
We will check the dependence of these two initial distribu-
tion functions in future work. development in the simulation
may make it possible to clarify initial conditions of Pop III
binary.

The Pop III star formation rate will determine the
merger rate. There are some arguments on Pop III SFR
besides de Souza et al. (2011). For example, Johnson et al.
(2013) simulated the Pop III SFR by the smooth particle
hydrodynamics (SPH) simulations. In their simulations, the
peak value of Pop III SFR is from ∼ 10−3.7 M⊙ yr−1 Mpc−3

to ∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from without
Lyman-Werner (LW) feedback or with LW feedback. Note
that the result of these simulations might change if the metal
pollution model changes. On the other hand, Kulkarni et al.
(2014) and Yajima & Khochfar (2015) studied the Pop III
SFR by considering the contribution of Pop III stars to
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Therefore, we now redefine the systematic error Errsys
as 261.8 events yr−1 (SFRP/(10

−2.5 M⊙ yr−1 Mpc−3)) ·
Errsys. Errsys = 1 corresponds to the rate for our stan-
dard model with under100 case and the optimistic core-
merger criterion. The definition of Errsys is slightly dif-
ferent from that in our previous paper (Kinugawa et al.
2014). That is, the new definition is based on Monte
Carlo simulations of the detection of the inspiral chirp
signal and QNM with a/M = 0.7. The basic numerical
data of population synthesis of our standard model is the
same. Then Tables 18-23 show that Errsys ranges from
5.577 × 10−2 to 2.289 for a/M = 0.7. This means that
the detection rate of the coalescing Pop III BH-BHs ranges
14.6 − 599.3 events yr−1 (SFRp/(10
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The minimum detection rate of the coalescing Pop III BH-
BHs corresponds to the worst model which we think unlikely
so that unless (SFRp/(10

−2.5 M⊙ yr−1 Mpc−3)) ≪ 0.1, we
can expect the Pop III BH binary merger at least one event
per year by the second generation gravitational wave detec-
tor. In this case, Tables 18-23 show that there is a good
chance to observe the quasi-normal mode of the merged
black hole since it reflects the space-time near the black hole
and their complex frequency does not depend on how it is
excited. The detection of the expected quasi-normal mode
of the black hole can confirm Einstein theory in the strong
gravity region. If it is different from the expected value, the
true theory of gravity is different from Einstein theory.
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synthesis and examined the parameter dependence of Pop
III binary evolutions. We examined the dependence of the re-
sults on IMF, IEF, the supernova kick velocity, the common
envelope parameters and the lose fraction of stellar mass. As
for the chirp mass distribution, each model has the peak at
around 30 M⊙. In several models, the chirp mass distribu-
tion has a tail from 30 M⊙ to more massive region. However
the robust property is that the chirp mass distribution has
the peak at 30 M⊙.

In order to compare the variability of Errsys, we re-
fer previous researches such as Belczynski et al. (2012);
Dominik et al. (2014). In Belczynski et al. (2012), they cal-
culated the solar metal (Z = 0.02) binaries and 10% solar
metal (Z = 0.002) binaries to estimate the detection rates
assuming as half of the stars formed with solar metal and the
other with10% solar metal. In Belczynski et al. (2012), they
calculated 20 models by varying the maximum NS mass,
the natal kick velocity, rapid or delayed supernova models
which change the mass spectrum of supernova remnants,
wind mass loss and β. They also considered whether in
the Hertzsprung gap donors always merge companion dur-
ing the CE phase or not. The detection rate of their re-
alistic Standard model in Belczynski et al. (2012) is 517.3
events yr−1 The detection rates of Belczynski et al. (2012)

are from 14 events yr−1 to 12434.4 events yr−1. Thus, Errsys
of Belczynski et al. (2012) is from 2.706 × 10−2 to 24.04.

On the other hand, Dominik et al. (2014) calculated
binaries whose metallicity range is from Z = 10−4 to
Z = 0.03 and estimated the detection rate using the metal-
licity and SFR evolution models. There are 16 models vary-
ing high-end or low-end metallicity models, whether in the
Hertzsprung gap donors always merge companion during
the CE phase or not, rapid or delayed supernova models,
the natal kick and waveform models. The detection rate
of their Standard model of high-end metallicity scenario
in Dominik et al. (2014) is 236 events yr−1 The detection
rate of Dominik et al. (2014) is from 4.2 events yr−1 to
3087 events yr−1 by the 3-detector network (S/N=10). Thus,
Errsys of Dominik et al. (2014) is from 1.780×10−2 to 13.08.
Therefore, the variability of Errsys of Pop III is less than that
of Pop I and Pop II, although the models are different. There
are two reasons for this difference. Firstly, Pop III star bi-
naries do not enter the CE phase so that the result does
not depend on the treatment of the CE phase so much. Sec-
ondly, the Pop III compact binaries are more massive than
the Pop I compact binary so that the Pop III binaries are
hard to be disrupted by the SN kick. Therefore, the prop-
erty of the chirp mass distribution and the detection rate
are likely robust result.

There are some uncertainties yet such as the separa-
tion distribution function and the mass ratio distribution
function for which we did not alter. The former will change
the number of close binaries which can have binary interac-
tions. Therefore this effect may change the event rate, but
the property of chirp mass distribution is not likely changed
a lot because the binary interaction is not changed. There-
fore we may be able to confirm the existence of Pop III star
by the detection of the chirp signal and the quasi normal
mode to determine of the chirp mass and the total mass dis-
tribution since the mass of Pop III BH-BH binary is much
larger than those of observed Pop I BH.

As for the mass ratio distribution function, if the num-
ber of the high mass ratio (i.e. near 1) increases, the num-
ber of BH-BH probably increase. On the other hand, if the
number of the low mass ratio increase, the number of BH-
BH will decrease while the number of NS-BH will increase.
We will check the dependence of these two initial distribu-
tion functions in future work. development in the simulation
may make it possible to clarify initial conditions of Pop III
binary.

The Pop III star formation rate will determine the
merger rate. There are some arguments on Pop III SFR
besides de Souza et al. (2011). For example, Johnson et al.
(2013) simulated the Pop III SFR by the smooth particle
hydrodynamics (SPH) simulations. In their simulations, the
peak value of Pop III SFR is from ∼ 10−3.7 M⊙ yr−1 Mpc−3

to ∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from without
Lyman-Werner (LW) feedback or with LW feedback. Note
that the result of these simulations might change if the metal
pollution model changes. On the other hand, Kulkarni et al.
(2014) and Yajima & Khochfar (2015) studied the Pop III
SFR by considering the contribution of Pop III stars to
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merger criterion. The definition of Errsys is slightly dif-
ferent from that in our previous paper (Kinugawa et al.
2014). That is, the new definition is based on Monte
Carlo simulations of the detection of the inspiral chirp
signal and QNM with a/M = 0.7. The basic numerical
data of population synthesis of our standard model is the
same. Then Tables 18-23 show that Errsys ranges from
5.577 × 10−2 to 2.289 for a/M = 0.7. This means that
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can expect the Pop III BH binary merger at least one event
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tor. In this case, Tables 18-23 show that there is a good
chance to observe the quasi-normal mode of the merged
black hole since it reflects the space-time near the black hole
and their complex frequency does not depend on how it is
excited. The detection of the expected quasi-normal mode
of the black hole can confirm Einstein theory in the strong
gravity region. If it is different from the expected value, the
true theory of gravity is different from Einstein theory.
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assuming as half of the stars formed with solar metal and the
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the natal kick velocity, rapid or delayed supernova models
which change the mass spectrum of supernova remnants,
wind mass loss and β. They also considered whether in
the Hertzsprung gap donors always merge companion dur-
ing the CE phase or not. The detection rate of their re-
alistic Standard model in Belczynski et al. (2012) is 517.3
events yr−1 The detection rates of Belczynski et al. (2012)

are from 14 events yr−1 to 12434.4 events yr−1. Thus, Errsys
of Belczynski et al. (2012) is from 2.706 × 10−2 to 24.04.

On the other hand, Dominik et al. (2014) calculated
binaries whose metallicity range is from Z = 10−4 to
Z = 0.03 and estimated the detection rate using the metal-
licity and SFR evolution models. There are 16 models vary-
ing high-end or low-end metallicity models, whether in the
Hertzsprung gap donors always merge companion during
the CE phase or not, rapid or delayed supernova models,
the natal kick and waveform models. The detection rate
of their Standard model of high-end metallicity scenario
in Dominik et al. (2014) is 236 events yr−1 The detection
rate of Dominik et al. (2014) is from 4.2 events yr−1 to
3087 events yr−1 by the 3-detector network (S/N=10). Thus,
Errsys of Dominik et al. (2014) is from 1.780×10−2 to 13.08.
Therefore, the variability of Errsys of Pop III is less than that
of Pop I and Pop II, although the models are different. There
are two reasons for this difference. Firstly, Pop III star bi-
naries do not enter the CE phase so that the result does
not depend on the treatment of the CE phase so much. Sec-
ondly, the Pop III compact binaries are more massive than
the Pop I compact binary so that the Pop III binaries are
hard to be disrupted by the SN kick. Therefore, the prop-
erty of the chirp mass distribution and the detection rate
are likely robust result.

There are some uncertainties yet such as the separa-
tion distribution function and the mass ratio distribution
function for which we did not alter. The former will change
the number of close binaries which can have binary interac-
tions. Therefore this effect may change the event rate, but
the property of chirp mass distribution is not likely changed
a lot because the binary interaction is not changed. There-
fore we may be able to confirm the existence of Pop III star
by the detection of the chirp signal and the quasi normal
mode to determine of the chirp mass and the total mass dis-
tribution since the mass of Pop III BH-BH binary is much
larger than those of observed Pop I BH.

As for the mass ratio distribution function, if the num-
ber of the high mass ratio (i.e. near 1) increases, the num-
ber of BH-BH probably increase. On the other hand, if the
number of the low mass ratio increase, the number of BH-
BH will decrease while the number of NS-BH will increase.
We will check the dependence of these two initial distribu-
tion functions in future work. development in the simulation
may make it possible to clarify initial conditions of Pop III
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The Pop III star formation rate will determine the
merger rate. There are some arguments on Pop III SFR
besides de Souza et al. (2011). For example, Johnson et al.
(2013) simulated the Pop III SFR by the smooth particle
hydrodynamics (SPH) simulations. In their simulations, the
peak value of Pop III SFR is from ∼ 10−3.7 M⊙ yr−1 Mpc−3

to ∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from without
Lyman-Werner (LW) feedback or with LW feedback. Note
that the result of these simulations might change if the metal
pollution model changes. On the other hand, Kulkarni et al.
(2014) and Yajima & Khochfar (2015) studied the Pop III
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erty of the chirp mass distribution and the detection rate
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There are some uncertainties yet such as the separa-
tion distribution function and the mass ratio distribution
function for which we did not alter. The former will change
the number of close binaries which can have binary interac-
tions. Therefore this effect may change the event rate, but
the property of chirp mass distribution is not likely changed
a lot because the binary interaction is not changed. There-
fore we may be able to confirm the existence of Pop III star
by the detection of the chirp signal and the quasi normal
mode to determine of the chirp mass and the total mass dis-
tribution since the mass of Pop III BH-BH binary is much
larger than those of observed Pop I BH.

As for the mass ratio distribution function, if the num-
ber of the high mass ratio (i.e. near 1) increases, the num-
ber of BH-BH probably increase. On the other hand, if the
number of the low mass ratio increase, the number of BH-
BH will decrease while the number of NS-BH will increase.
We will check the dependence of these two initial distribu-
tion functions in future work. development in the simulation
may make it possible to clarify initial conditions of Pop III
binary.

The Pop III star formation rate will determine the
merger rate. There are some arguments on Pop III SFR
besides de Souza et al. (2011). For example, Johnson et al.
(2013) simulated the Pop III SFR by the smooth particle
hydrodynamics (SPH) simulations. In their simulations, the
peak value of Pop III SFR is from ∼ 10−3.7 M⊙ yr−1 Mpc−3

to ∼ 10−3 M⊙ yr−1 Mpc−3 at z ∼ 10. The difference be-
tween the high value and the low value comes from without
Lyman-Werner (LW) feedback or with LW feedback. Note
that the result of these simulations might change if the metal
pollution model changes. On the other hand, Kulkarni et al.
(2014) and Yajima & Khochfar (2015) studied the Pop III
SFR by considering the contribution of Pop III stars to
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FIG. 2: Samples of Ψ4 from the binary black hole merger sim-
ulations discussed here. Evolutions from three different initial
conditions are shown: Cook-Pfeiffer d = 16 (CP d=16), and
two scalar field collapse binaries (SFCB), one equal mass, the
other with a mass ratio of 1.5 : 1. The top plot shows the real
part of Ψ4 evaluated along the axis θ = 0 orthogonal to the or-
bital plane (and azimuthal angle φ = 0); for brevity we do not
show the imaginary part as it looks almost identical modulo
a phase shift. The figures below show the real and imaginary
parts of Ψ4 evaluated at θ = 3π/8 (note the different vertical
scale). Here we show both components as there are notice-
able differences between the two polarizations. In all cases the
waveform was extracted at a coordinate radius of r = 50m,
where m is the sum of initial apparent horizon masses; also,
the time has been shifted so that t = 0 corresponds to the
peak in wave amplitude, and Ψ4 has been multiplied by a
constant complex phase angle to aid comparison.

olutions. This approach determines the point-wise con-
vergence of the solutions. In the context of gravitational-
wave astronomy, only the waveforms themselves are di-
rectly accessible to observation. It is therefore important,
if the results of numerical simulations are to be useful to
gravitational-wave astronomers, to provide a measure of
the waveform accuracy.

FIG. 3: A plot demonstrating the dependence on numerical
resolution of Cook-Pfeiffer d = 16 initial data evolutions. The
lowest characteristic resolution (dashed line) has a character-
istic mesh spacing of h, the next lowest one of 3h/4 (dotted)
while the finest resolution has a mesh spacing of h/2 (solid).
The dominant component of the numerical error is in the
phase evolution of the inspiral portion of the wave. See [15]
for a detailed discussion of the numerical errors in this set of
evolutions.

FIG. 4: The amplitude of the Fourier transform of the grav-
itational waveform, from the evolution of Cook-Pfeiffer ini-
tial data, shown in Fig. 2. The vertical dashed lines are the
estimated frequency of the inner-most stable circular orbit
given in Eq. (5) and the frequency of the dominant quasi-
normal mode, assuming a = 0.7, given in Eq. (6). The gray
shaded region indicates variations in this frequency due to
10% changes in the mass used. Notice how the power in these
waves is predominantly emitted between these two frequen-
cies; the initial data is such that the binary is orbiting at or
near the ISCO frequency. In addition, the dashed Gray line
which follows the amplitude is proportional to f−5/6. While
this is a convincing fit to the amplitude, we note that there
is weak evidence for two power laws f−7/6, as given by post-
Newtonian approximations [20], below ∼ 1.5fisco and f−5/6

above that frequency. These simulations do not cover the
inspiral phase well enough to confirm this result.

Quasi Normal Mode�
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2.3. Detection Range
How far astronomical objects can be detected by the gravitational wave detection
? The detection range is depend on the gravitational waveform. Here, we
discussed about the typical cases: compact binary coalescence and black hole
quasi-normal mode oscillation.

In case of compact binary coalescence, a gravitational waveform can be
predicted with post-newtonian approximation[4]. Using the frequency spectra
of gravitational wave and noise power spectral density, the detection range
for optimal incident direction and arrangement of compact binaries. Figure
3 displays the detection range as the function of star masses, in case of even
mass binary. LCGT’s detection range for 1.4M⊙ binary is about 280 Mpc in
optimal case with signal-to-noise ratio 8. Assuming galactic merger rate 118
events/Galaxy in average and known density of galaxies, LCGT is expected to
detect about 10 events per year.

For case of black hole quasi-normal mode, we estimate the signal-to-noise
ratio with assumption that 3% of mass will change as a radiation[6] and Kerr
parameter as 0.9 in this figure.
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Figure 3. Detection range for LCGT for optimal direction and arrangement of
GW source. x-axis is mass of one star of binary, or half of black hole total mass.
Thick solid and thick dashed lines are corresponding to signal-to-noise ratio 8,
that is believed as enough signature to claim the detection.

3. Global Network of GW detectors
As we explained previous section, there are some gravitational wave detectors
in the world, and these are dislocated. This is important strategy to determine
the gravitational wave incident direction and polarization. Global network of
the gravitational wave detector is necessary to determine the source direction,
to improve whole sky coverage, and extract more information from gravitational
wave sources.

Target frequency of the gravitational wave from typical astronomical objects,
e.g. compact star coalescence, stellar-core collapse etc. are frequency band
of a few 10 Hz to several kHz. Since the wavelength λ of 1kHz gravitational
wave is 300 km that is longer than visible or infrared light, X or gamma-rays,

Kanda  and LCGT(KAGRA now)  a=0.9 for QNM�
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If Quasi Normal Mode of BH is  detected and consistent 
with the Einstein theory, that is an important evidence of 
physics in the strong gravity region. If it is different , we 

should ask the true theory of gravity.  
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l ¼ m ¼ 2 fundamental mode dominates the gravitational
wave emission, particularly in the case of an equal mass
compact object merger [70]. The ringdown search uses
single-mode waveform templates. However, other modes
can contribute significantly to the gravitational wave
signal, particularly in cases where the binary’s mass
ratio q ¼ m>=m<≠1 where m>¼ maxðm1;m2Þ and m< ¼
minðm1; m2Þ. Reference [71] reports that single-mode
templates can result in a loss ≳10% in detected events
over a significant mass range and also result in large errors
in the estimated values of parameters (especially the quality
factor). A multimode ringdown search would perform
better both in efficiency and parameter estimation [71].
Nevertheless, we show that the single-mode ringdown
search will still provide good sensitivity to comparable
mass binary systems (see average sensitive distances given
in Sec. V B).
The response of an interferometric detector to a gravi-

tational wave is

hðtÞ ¼ Fþðθ;ϕ;ψÞhþðtÞ þ F×ðθ;ϕ;ψÞh×ðtÞ; (3)

where Fþ and F× are the antenna pattern functions that
depend on the direction to the source as described by a
polar angle θ, an azimuthal angle ϕ, and a polarization
angle ψ . The plus and cross polarizations hþ and h× of a
single-mode ðl; m; nÞ ¼ ð2; 2; 0Þ ringdown waveform take
the approximate form

hþðt; ι;ϕÞ ¼
A
r
ð1þ cos2ιÞe−πf0ðt−t0Þ=Q

× cos ½2πf0ðt − t0Þ þ ϕ0&; (4)

h×ðt; ι;ϕÞ ¼
A
r
ð2 cos ιÞe−πf0ðt−t0Þ=Q

× sin ½2πf0ðt − t0Þ þ ϕ0&; (5)

for t > t0 where f0 ¼ f220 andQ ¼ Q220 are the oscillation
frequency and the quality factor of the ðl; m; nÞ ¼ ð2; 2; 0Þ
mode, r is the distance to the source, ϕ0 is the initial phase
of the mode, and ι is the inclination angle. The oscillation
amplitude of the ðl; m; nÞ ¼ ð2; 2; 0Þ mode, A, is given
approximately by (see Appendix A)

A ¼ GM
c2

ffiffiffiffiffi
5ϵ
2

r
Q−1=2FðQÞ−1=2gðâÞ−1=2; (6)

where G is the gravitational constant, M is the black
hole mass, c is the speed of light, ϵ, known as the
ringdown efficiency, is the fraction of the black hole’s
mass radiated, â ¼ cS=GM2 where S is the black hole’s
spin angular momentum, FðQÞ ¼ 1þ 1=ð4Q2Þ and gðâÞ ¼
½1.5251 − 1.1568ð1 − âÞ0.1292& [cf. Eqs. (7), (8), and (A5)].
The total ringdown efficiency of a black hole binary with

nonspinning components is known to scale with the square

of the symmetric mass ratio, ν ¼ m1m2=ðm1 þm2Þ2 ¼
q=ð1þ qÞ2, as ϵ ≈ 0.44ν2 [72–74]. Thus, for q ¼ 1, ϵ ∼ 3%
and, for q ¼ 4, ϵ ∼ 1%. Gravitational waves from extreme
mass ratio systems will not be detectable unless the system
is sufficiently close (see Sec. V B). A black hole binary
with spinning components will radiate more energy if the
spins are aligned with the orbital angular momentum and
less if the spins are antialigned [73,75].
The black hole mass M and dimensionless spin param-

eter â can be determined numerically using fitting formulae
to Kerr quasinormal mode frequency and quality factor
parameters tabulated in Table VIII of [76]. For the
ðl; m; nÞ ¼ ð2; 2; 0Þ mode, the fits are of the form:

f0 ¼
1

2π
c3

GM
½1.5251 − 1.1568ð1 − âÞ0.1292&; (7)

Q ¼ 0.7000þ 1.4187ð1 − âÞ−0.4990: (8)

These fitting functions allow us to relate a measurement of
the frequency and quality factor from a match filter ring-
down template to the mass and angular momentum of the
final perturbed black hole.
We can approximate the ringdown gravitational wave

strain by

h0ðtÞ ¼ Aeffe−πf0ðt−t0Þ=Q cos½2πf0ðt − t0Þ þ φ0&; (9)

for t > t0 where Aeff ¼ A=Deff and Deff is the effective
distance to the source and φ0 is the effective initial phase
depending on the initial phase ϕ0 as well as on the signal
polarization [see Eqs. (1.7) and (1.9) in [77]]. Note that
both φ0 and time of arrival at the detector t0 are set to zero
for simplicity in the template waveform given in Sec. III A.

II. DATA SET

The data analyzed spans multiple science runs for both
the LIGO and Virgo detectors. We report results both for
data collected between November 2005 and September
2007 and between July 2009 and October 2010.
The first time period covers LIGO’s fifth science run

(S5). The LIGO site in Hanford, Washington hosted two
collocated interferometers: a 4 km detector H1 and a 2 km
detector H2. The LIGO site in Livingston, Louisiana,
hosted one 4 km detector L1. Additionally, the Virgo
3 km detector in Cascina, Italy, operated from May 2007 to
September 2007 during its first science run (VSR1) which
overlapped with the last few months of LIGO’s S5 run.
However, this search did not analyze VSR1 data. Thus, for
the first time period, which we designate period 1, we
report results for the threefold coincident search of the
H1H2L1 detector network. We also report results for two-
detector combinations of this network including H1L1 and
H2L1. We chose to exclude H1H2 coincident events since
accurately measuring the significance of gravitational wave
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13 Quasi-Normal Modes of Stars and Black Holes

components of two-vectors under rotations and can be expanded in a series of
vector spherical harmonics while the components h
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transform
as components of a 2⇥2 tensor and can be expanded in a series of tensor spher-
ical harmonics (see [202, 212, 152] for details). There are two classes of vector
spherical harmonics (polar and axial) which are build out of combinations of
the Levi-Civita volume form and the gradient operator acting on the scalar
spherical harmonics. The di↵erence between the two families is their parity.
Under the parity operator ⇡ a spherical harmonic with index ` transforms as
(�1)`, the polar class of perturbations transform under parity in the same way,
as (�1)`, and the axial perturbations as (�1)`+11. Finally, since we are dealing
with spherically symmetric spacetimes the solution will be independent of m,
thus this subscript can be omitted.

The radial component of a perturbation outside the event horizon satisfies
the following wave equation,
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where r⇤ is the “tortoise” radial coordinate defined by

r⇤ = r + 2M log(r/2M � 1), (22)

and M is the mass of the black hole.
For “axial” perturbations
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is the e↵ective potential or (as it is known in the literature) Regge-Wheeler
potential [173], which is a single potential barrier with a peak around r = 3M ,
which is the location of the unstable photon orbit. The form (23) is true even if
we consider scalar or electromagnetic test fields as perturbations. The parameter
� takes the values 1 for scalar perturbations, 0 for electromagnetic perturbations,
and �3 for gravitational perturbations and can be expressed as � = 1�s2, where
s = 0, 1, 2 is the spin of the perturbing field.

For “polar” perturbations the e↵ective potential was derived by Zerilli [212]
and has the form

V
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1� 2M
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2n2(n + 1)r3 + 6n2Mr2 + 18nM2r + 18M3

r3(nr + 3M)2
, (24)

1In the literature the polar perturbations are also called even-parity because they are
characterized by their behavior under parity operations as discussed earlier, and in the same
way the axial perturbations are called odd-parity. We will stick to the polar/axial terminology
since there is a confusion with the definition of the parity operation, the reason is that to
most people, the words “even” and “odd” imply that a mode transforms under ⇡ as (�1)2n

or (�1)2n+1 respectively (for n some integer). However only the polar modes with even `
have even parity and only axial modes with even ` have odd parity. If ` is odd, then polar
modes have odd parity and axial modes have even parity. Another terminology is to call the
polar perturbations spheroidal and the axial ones toroidal. This definition is coming from the
study of stellar pulsations in Newtonian theory and represents the type of fluid motions that
each type of perturbation induces. Since we are dealing both with stars and black holes we
will stick to the polar/axial terminology.
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is the e↵ective potential or (as it is known in the literature) Regge-Wheeler
potential [173], which is a single potential barrier with a peak around r = 3M ,
which is the location of the unstable photon orbit. The form (23) is true even if
we consider scalar or electromagnetic test fields as perturbations. The parameter
� takes the values 1 for scalar perturbations, 0 for electromagnetic perturbations,
and �3 for gravitational perturbations and can be expressed as � = 1�s2, where
s = 0, 1, 2 is the spin of the perturbing field.

For “polar” perturbations the e↵ective potential was derived by Zerilli [212]
and has the form
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1In the literature the polar perturbations are also called even-parity because they are
characterized by their behavior under parity operations as discussed earlier, and in the same
way the axial perturbations are called odd-parity. We will stick to the polar/axial terminology
since there is a confusion with the definition of the parity operation, the reason is that to
most people, the words “even” and “odd” imply that a mode transforms under ⇡ as (�1)2n

or (�1)2n+1 respectively (for n some integer). However only the polar modes with even `
have even parity and only axial modes with even ` have odd parity. If ` is odd, then polar
modes have odd parity and axial modes have even parity. Another terminology is to call the
polar perturbations spheroidal and the axial ones toroidal. This definition is coming from the
study of stellar pulsations in Newtonian theory and represents the type of fluid motions that
each type of perturbation induces. Since we are dealing both with stars and black holes we
will stick to the polar/axial terminology.
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own right since it originates on the background spacetime. The first authorita-
tive study of nearly spherical collapse, exhibiting radiative tails, was performed
by Price [166, 167].

Studying the behavior of a massless scalar field propagating on a fixed
Schwarzschild background, he showed that the field dies o↵ with the power-
law tail,

�(r, t) ⇠ t�(2`+P+1), (29)

at late times, where P = 1 if the field is initially static, and P = 2 otherwise.
This behavior has been seen in various calculations, for example the gravita-
tional collapse simulations by Cunningham, Price and Moncrief [66, 67, 68].
Today it is apparent in any simulation involving evolutions of various fields
on a black hole background including Schwarzschild, Reissner-Nordström [106],
and Kerr [132, 133]. It has also been observed in simulations of axial oscil-
lations of neutron stars [18], and should also be present for polar oscillations.
Leaver [136] has studied in detail these tails and associated this power low tail
with the branch-cut integral along the negative imaginary ! axis in the com-
plex ! plane. His suggestion that there will be radiative tails observable at J +

and H+ has been verified by Gundlach, Price, and Pullin [106]. Similar results
were arrived at recently by Ching et al. [62] in a more extensive study of the
late time behavior. In a nonlinear study Gundlach, Price, and Pullin [107] have
shown that tails develop even when the collapsing field fails to produce a black
hole. Finally, for a study of tails in the presence of a cosmological constant refer
to [49], while for a recent study, using analytic methods, of the late-time tails of
linear scalar fields outside Schwarzschild and Kerr black holes refer to [36, 37].

Using the properties of the waves at the horizon and infinity given in equa-
tion (27) one can search for the quasi-normal mode frequencies since practically
the whole problem has been reduced to a boundary value problem with s = i!
being the complex eigenvalue. The procedure and techniques used to solve the
problem will be discussed later in section 6, but it is worth mentioning here
a simple approach to calculate the QNM frequencies proposed by Schutz and
Will [180]. The approach is based on the standard WKB treatment of wave
scattering on the peak of the potential barrier, and it can be easily shown that
the complex frequency can be estimated from the relation
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where r
0

is the peak of the potential barrier. For ` = 2 and n = 0 (the funda-
mental mode) the complex frequency is M! ⇡ (0.37,�0.09), which for a 10M�
black hole corresponds to a frequency of 1.2 kHz and damping time of 0.55 ms.
A few more QNM frequencies for ` = 2, 3 and 4 are listed in table 1.

Figure 2 shows some of the modes of the Schwarzschild black hole. The num-
ber of modes for each harmonic index ` is infinite, as was mathematically proven
by Bachelot and Motet-Bachelot [35]. This was also implied in an earlier work
by Ferrari and Mashhoon [85], and it has been seen in the numerical calculations
in [25, 157]. It can be also seen that the imaginary part of the frequency grows
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II. PREPARATION

A. Target of gravitational waves

According to Kinugawa et al. [17, 18], typical total and chirp masses for Pop III BBHs are ⇠ 60M� and ⇠ 30M�,
respectively. Here, the chirp mass of a binary is defined by M = M⌘3/5 with the total mass M = m1 + m2 and
the symmetric mass ratio ⌘ = m1m2/M2. This means that ⌘ ⇠ 1/4 for almost equal mass BBHs, which we think
typical ones. In the following discussion, we focus on equal mass BBHs. Although spins of BBHs can be important,
we ignore them here for the following reason. If we take into account the spins, one may think that the accuracy of
parameter estimation might be significantly reduced due to the degeneracy among the orbital parameters. However,
in that case the orbital precession induced by the spin e↵ects modulates the gravitational waveform. Therefore, to
a certain extent, this additional information can compensate the loss of accuracy due to the degeneracy. Hence, for
simplicity, we use only the non-spinning inspiral waveform.

The inspiral phase of GWs from BBHs has been extensively studied using the PN approximation [11]. If we adopt
the stationary phase approximation (SPA) [19], we can easily transform the waveform into the expression in the
frequency domain as Ã`mei `m . Here, we discuss only the (` = 2, m = 2) mode, and the phase is written as

 22(v) = 2
tc
M

v3 � 2�c � ⇡

4
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128 ⌘ v5
⇥
1 +O(v2)

⇤
, (1)

where v = (M⇡f)1/3, tc and �c are the time and the phase of coalescence, and the higher order PN terms are
summarized, e.g., in Eq. (A.21) of Ref. [20]. The appropriate SPA amplitude in the frequency domain is deduced
from the time domain description A22 by

Ã22 = A22

r
⇡M

3v2v̇
, (2)

where v̇ is given in Eq. (A.15) of Ref. [20].
After passing the innermost stable circular orbit (ISCO), the BBHs swiftly plunge to merge. Therefore, we terminate

the inspiral GW analysis at the GW frequency for the (m = 2) mode at ISCO, fISCO = (63/2⇡M)�1 [21]. For a typical
case with M = 60M�, ⌘ = 1/4, this ISCO frequency is given by fISCO = 73.28Hz.

We can discuss the waveform from the merger phase accurately using numerical relativity (NR) simulations [13–15].
The whole GW waveforms from BBH coalescence are also well modeled in the e↵ective-one-body approach (see e.g.,
Ref. [22] for the latest development.) However, here, we do not make use of the GWs from the merger phase. There
is much progress in the understanding of the mass, spin and recoil velocity of the remnants after BBH mergers which
allows us to connect the observation of the inspiral phase to the ringdown phase, (see e.g., Ref. [23] for the latest
formula). Here, we use the formulas for initially nonspinning cases. The phenomenological fitting formulas for the
remnant mass and spin are given by [23]
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where �m = (m1 � m2)/M (= �p
1� 4⌘ for m1 < m2), and ẼISCO and J̃ISCO are the specific energy and angular

momentum at ISCO in the test particle approximation (see e.g., Ref. [24]). M0, K2d, K4f , L0, L2d and L4f are
the fitting parameters summarized in Table VI of Ref. [23]. ↵ is a/M of the Kerr BH with the mass M and Kerr
parameter a. More specifically, for equal mass cases, i.e., ⌘ = 1/4 and �m = 0, we have

Mrem

M
= 0.951507± 0.000030 ,

↵rem = 0.686710± 0.000039 , (5)

including the magnitude of numerical errors. As we noted before, the remnant mass becomes Mrem = 57.0904M� for
a representative case with M = 60M�, ⌘ = 1/4.

The above formulas obtained by fitting the results of BBH simulations in the seven-dimensional parameter space
(mass ratio and two spin vectors) have 1% relative error, which is mainly caused by the extraction of the GW radiation
at a finite radius and finite mesh resolution in the NR simulations. The radial extrapolation errors will be reduced
by using a perturbative extraction method [25, 26]. Since the errors in the theoretical prediction are already small,
we just ignore them in the following analysis.

2

II. PREPARATION

A. Target of gravitational waves

According to Kinugawa et al. [17, 18], typical total and chirp masses for Pop III BBHs are ⇠ 60M� and ⇠ 30M�,
respectively. Here, the chirp mass of a binary is defined by M = M⌘3/5 with the total mass M = m1 + m2 and
the symmetric mass ratio ⌘ = m1m2/M2. This means that ⌘ ⇠ 1/4 for almost equal mass BBHs, which we think
typical ones. In the following discussion, we focus on equal mass BBHs. Although spins of BBHs can be important,
we ignore them here for the following reason. If we take into account the spins, one may think that the accuracy of
parameter estimation might be significantly reduced due to the degeneracy among the orbital parameters. However,
in that case the orbital precession induced by the spin e↵ects modulates the gravitational waveform. Therefore, to
a certain extent, this additional information can compensate the loss of accuracy due to the degeneracy. Hence, for
simplicity, we use only the non-spinning inspiral waveform.

The inspiral phase of GWs from BBHs has been extensively studied using the PN approximation [11]. If we adopt
the stationary phase approximation (SPA) [19], we can easily transform the waveform into the expression in the
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the fitting parameters summarized in Table VI of Ref. [23]. ↵ is a/M of the Kerr BH with the mass M and Kerr
parameter a. More specifically, for equal mass cases, i.e., ⌘ = 1/4 and �m = 0, we have
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= 0.951507± 0.000030 ,
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including the magnitude of numerical errors. As we noted before, the remnant mass becomes Mrem = 57.0904M� for
a representative case with M = 60M�, ⌘ = 1/4.

The above formulas obtained by fitting the results of BBH simulations in the seven-dimensional parameter space
(mass ratio and two spin vectors) have 1% relative error, which is mainly caused by the extraction of the GW radiation
at a finite radius and finite mesh resolution in the NR simulations. The radial extrapolation errors will be reduced
by using a perturbative extraction method [25, 26]. Since the errors in the theoretical prediction are already small,
we just ignore them in the following analysis.
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Using the estimated remnant BH’s mass and spin, we discuss the ringdown phase. The waveform is modeled as

h(fc, Q, t0, �0; t) =

(
e�

⇡ fc (t�t0)
Q cos(2⇡ fc (t� t0)� �0) for t � t0 ,

0 for t < t0 ,
(6)

where t0 and �0 are the initial ringdown time and phase, respectively. The central frequency fc and the quality factor
Q are related to the real (fR) and imaginary (fI) parts of the QNM frequency as

fR = fc , fI = � fc
2Q

, (7)

which depend on the harmonics index (`, m) and the overtone index n. Here, we focus on the dominant (` = m = 2)
least-damped (n = 0) mode and the fitting formulas for fc and Q are given in Ref. [27] as
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,

ha|bi = 4<
Z 1

0

ã(f)b̃⇤(f)

Sn(f)
df , (10)

where Sn(f) denotes the power spectral density of GW detector’s noise, the optimal signal-to-noise ratio (SNR) for
a waveform h is given by
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. (11)

We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
Virgo [32], GEO-HF [33] and so on) just by changing Sn(f).
To calculate the parameter estimation errors for the inspiral and ringdown GWs, we use the Fisher information
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
root-mean-square (RMS) errors in the estimated parameters and the covariance between two parameters are derived
by the inverse matrix (��1)ij as

(�✓i)RMS =
p
(��1)ii ,

QNM (Quasi Normal Mode)�

3

Using the estimated remnant BH’s mass and spin, we discuss the ringdown phase. The waveform is modeled as
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which depend on the harmonics index (`, m) and the overtone index n. Here, we focus on the dominant (` = m = 2)
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,
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We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
Virgo [32], GEO-HF [33] and so on) just by changing Sn(f).
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
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Using the estimated remnant BH’s mass and spin, we discuss the ringdown phase. The waveform is modeled as

h(fc, Q, t0, �0; t) =
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Q cos(2⇡ fc (t� t0)� �0) for t � t0 ,

0 for t < t0 ,
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where t0 and �0 are the initial ringdown time and phase, respectively. The central frequency fc and the quality factor
Q are related to the real (fR) and imaginary (fI) parts of the QNM frequency as
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation
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We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
root-mean-square (RMS) errors in the estimated parameters and the covariance between two parameters are derived
by the inverse matrix (��1)ij as
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Using the estimated remnant BH’s mass and spin, we discuss the ringdown phase. The waveform is modeled as
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Q cos(2⇡ fc (t� t0)� �0) for t � t0 ,

0 for t < t0 ,
(6)

where t0 and �0 are the initial ringdown time and phase, respectively. The central frequency fc and the quality factor
Q are related to the real (fR) and imaginary (fI) parts of the QNM frequency as

fR = fc , fI = � fc
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, (7)

which depend on the harmonics index (`, m) and the overtone index n. Here, we focus on the dominant (` = m = 2)
least-damped (n = 0) mode and the fitting formulas for fc and Q are given in Ref. [27] as
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,

ha|bi = 4<
Z 1

0

ã(f)b̃⇤(f)

Sn(f)
df , (10)

where Sn(f) denotes the power spectral density of GW detector’s noise, the optimal signal-to-noise ratio (SNR) for
a waveform h is given by

SNR = hh|hi1/2

= 2

"Z 1

0

|h̃(f)|2
Sn(f)

df

#1/2

. (11)

We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
Virgo [32], GEO-HF [33] and so on) just by changing Sn(f).

To calculate the parameter estimation errors for the inspiral and ringdown GWs, we use the Fisher information
matrix,
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
root-mean-square (RMS) errors in the estimated parameters and the covariance between two parameters are derived
by the inverse matrix (��1)ij as

(�✓i)RMS =
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FIG. 2: Real (fR) and imaginary (fI) parts of QNM frequencies for the dominant (` = 2, m = 2) least-damped (n = 0)
mode. The (black) thick line shows the Schwarzschild limit, and the (red) curves are for various mass cases terminated at the
spin ↵ = 0.998 [36]. From the top of the (red) curves, we are considering BH masses, M/M� = 30, 60, 90, 120, 150 and 180,
respectively. The (red) circles for each line denote the spin dependence ↵ = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 from
the left.

probability distribution over both t0 and �0 [37]. In our typical case, the expected errors are su�ciently small to fit
the ringdown GW with SNR = 50 within the QNM parameter region allowed in GR at the 5� level. On the other
hand, the error circle for the signal with SNR = 20 is not su�ciently small in this sense at that level, while it is small
enough for 3� level arguments. Here, 5� (3�) denotes that for the bidimensional (Rayleigh) distribution, which means
that the probability falling into the 5� (3�) circle is about 1� 3.7⇥ 10�6 (1� 1.1⇥ 10�2) since the distribution has
two degrees of freedom. (In the case of the ordinary one dimensional Gaussian distribution, the probability falling
into 5� (3�) region is about 1� 5.7⇥ 10�7 (1� 2.7⇥ 10�3).)

FIG. 3: In the (fR, fI) plane, the left and right panels show the parameter estimation in the cases with SNR = 20 and 50 for
the typical case (with Mrem = 57.0904M� and ↵rem = 0.686710), respectively. The (black) thick line shows the Schwarzschild
limit which is same as that in Fig. 2, and the ellipses are the contours of 1�, 2�, 3�, 4�, and 5�. Here, the time and phase
parameters (t0, �0) have been marginalized out.

In order to discuss the region prohibited by GR, we present the parameter estimation for the Schwarzschild (↵rem =
0) case in Fig. 4. Here, we fixed SNR = 50 and considered the remnant masses, Mrem/M� = 45, 60 and 90. From the
5� contours, there is an upper bound of the GR prediction for |fI |/fR, and we find that the region of |fI |/fR > Fmax

for each mass case is rejected by GR. Here, Fmax which denotes the maximum of |fI |/fR allowed in GR, is 0.321
(for Mrem = 45M�), 0.320 (60M�) and 0.316 (90M�) for SNR = 50, respectively. If NR simulations for the extreme
spinning BBH are available, we can also give the lower bound of the GR prediction for |fI |/fR.
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Using the estimated remnant BH’s mass and spin, we discuss the ringdown phase. The waveform is modeled as

h(fc, Q, t0, �0; t) =

(
e�

⇡ fc (t�t0)
Q cos(2⇡ fc (t� t0)� �0) for t � t0 ,

0 for t < t0 ,
(6)

where t0 and �0 are the initial ringdown time and phase, respectively. The central frequency fc and the quality factor
Q are related to the real (fR) and imaginary (fI) parts of the QNM frequency as

fR = fc , fI = � fc
2Q

, (7)

which depend on the harmonics index (`, m) and the overtone index n. Here, we focus on the dominant (` = m = 2)
least-damped (n = 0) mode and the fitting formulas for fc and Q are given in Ref. [27] as
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,

ha|bi = 4<
Z 1

0

ã(f)b̃⇤(f)

Sn(f)
df , (10)

where Sn(f) denotes the power spectral density of GW detector’s noise, the optimal signal-to-noise ratio (SNR) for
a waveform h is given by

SNR = hh|hi1/2
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We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
Virgo [32], GEO-HF [33] and so on) just by changing Sn(f).

To calculate the parameter estimation errors for the inspiral and ringdown GWs, we use the Fisher information
matrix,
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
root-mean-square (RMS) errors in the estimated parameters and the covariance between two parameters are derived
by the inverse matrix (��1)ij as

(�✓i)RMS =
p
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where t0 and �0 are the initial ringdown time and phase, respectively. The central frequency fc and the quality factor
Q are related to the real (fR) and imaginary (fI) parts of the QNM frequency as
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which depend on the harmonics index (`, m) and the overtone index n. Here, we focus on the dominant (` = m = 2)
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,

ha|bi = 4<
Z 1
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ã(f)b̃⇤(f)
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where Sn(f) denotes the power spectral density of GW detector’s noise, the optimal signal-to-noise ratio (SNR) for
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We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
(bKAGRA, VRSE(D) configuration) presented in Ref. [30], which can be fit well by
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
Virgo [32], GEO-HF [33] and so on) just by changing Sn(f).

To calculate the parameter estimation errors for the inspiral and ringdown GWs, we use the Fisher information
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where ✓i is the parameters of waveforms, and ✓true denotes the true values of the parameters of the source. Then, the
root-mean-square (RMS) errors in the estimated parameters and the covariance between two parameters are derived
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For the fiducial values, M = 60M�, ⌘ = 1/4, we have Mrem = 57.0904M� and ↵rem = 0.686710, and the above
formulas derived based on GR predict fc = 299.5Hz and Q = 3.232 for the ringdown GW.

B. Matched filtering and parameter estimation

In order to analyze the GWs from the inspiral and ringdown phases, we use the matched filtering method because
the waveforms are known well. Using the inner product,
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We assume a single GW detector, KAGRA [28, 29], here. In Fig. 1, we show the expected noise curve of KAGRA
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where the frequency f is in units of Hz. Of course, we can discuss the other detectors (Advanced LIGO [31], Advanced
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FIG. 2: Real (fR) and imaginary (fI) parts of QNM frequencies for the dominant (` = 2, m = 2) least-damped (n = 0)
mode. The (black) thick line shows the Schwarzschild limit, and the (red) curves are for various mass cases terminated at the
spin ↵ = 0.998 [36]. From the top of the (red) curves, we are considering BH masses, M/M� = 30, 60, 90, 120, 150 and 180,
respectively. The (red) circles for each line denote the spin dependence ↵ = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 from
the left.

probability distribution over both t0 and �0 [37]. In our typical case, the expected errors are su�ciently small to fit
the ringdown GW with SNR = 50 within the QNM parameter region allowed in GR at the 5� level. On the other
hand, the error circle for the signal with SNR = 20 is not su�ciently small in this sense at that level, while it is small
enough for 3� level arguments. Here, 5� (3�) denotes that for the bidimensional (Rayleigh) distribution, which means
that the probability falling into the 5� (3�) circle is about 1� 3.7⇥ 10�6 (1� 1.1⇥ 10�2) since the distribution has
two degrees of freedom. (In the case of the ordinary one dimensional Gaussian distribution, the probability falling
into 5� (3�) region is about 1� 5.7⇥ 10�7 (1� 2.7⇥ 10�3).)

FIG. 3: In the (fR, fI) plane, the left and right panels show the parameter estimation in the cases with SNR = 20 and 50 for
the typical case (with Mrem = 57.0904M� and ↵rem = 0.686710), respectively. The (black) thick line shows the Schwarzschild
limit which is same as that in Fig. 2, and the ellipses are the contours of 1�, 2�, 3�, 4�, and 5�. Here, the time and phase
parameters (t0, �0) have been marginalized out.

In order to discuss the region prohibited by GR, we present the parameter estimation for the Schwarzschild (↵rem =
0) case in Fig. 4. Here, we fixed SNR = 50 and considered the remnant masses, Mrem/M� = 45, 60 and 90. From the
5� contours, there is an upper bound of the GR prediction for |fI |/fR, and we find that the region of |fI |/fR > Fmax

for each mass case is rejected by GR. Here, Fmax which denotes the maximum of |fI |/fR allowed in GR, is 0.321
(for Mrem = 45M�), 0.320 (60M�) and 0.316 (90M�) for SNR = 50, respectively. If NR simulations for the extreme
spinning BBH are available, we can also give the lower bound of the GR prediction for |fI |/fR.
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SNR=35 is good enough to say QNM follows Einstein Theory 
 
This is 1.2% of all events.  The detection will allow us 
 to confirm or refute Einstein’s general relativity. 
 
Event rate of this confirmation is  
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ABSTRACT

Using our population synthesis code, we found that the typical chirp mass defined by
(m1m2)3/5/(m1 + m2)1/5 of Pop III binary black holes (BH-BHs) is ∼ 30 M⊙ with
the total mass of ∼ 60 M⊙ so that the inspiral chirp signal as well as quasi nor-
mal mode (QNM) of the merged black hole (BH) are interesting targets of KAGRA,
Adv. LIGO, Adv. Virgo and GEO network. The detection rate of the coalescing Pop
III BH-BHs is 262 events yr−1(SFRP/(10−2.5 M⊙ yr−1 Mpc−3)) · Errsys in our stan-
dard model where SFRp and Errsys are the peak value of the Pop III star formation
rate and the systematic error with Errsys = 1 for our standard model, respectively.
To evaluate the robustness of chirp mass distribution and the range of Errsys, we
examine the dependence of the results on the unknown parameters and the distribu-
tion functions in the population synthesis code. We found that the chirp mass has a
peak at ∼ 30 M⊙ in most of parameters and distribution functions as well as Errsys
ranges from 0.05577 to 2.289. Therefore, the detection rate of the coalescing Pop
III BH-BHs ranges 14.6 − 599.3 events yr−1 (SFRp/(10−2.5 M⊙ yr−1 Mpc−3)). The
minimum rate corresponds to the worst model which we think unlikely so that unless
(SFRp/(10−2.5 M⊙ yr−1 Mpc−3)) ≪ 0.1, we expect the Pop III BH-BHs merger rate
of at least one event per year by KAGRA, Adv. LIGO, Adv. Virgo and GEO network.
Since the expected frequency of the QNM of the merged BH of mass ∼ 60 M⊙ is
∼ 200 Hz where the interferometers have good sensitivity, there is a good chance to
check if the Einstein theory is correct or not in the strong gravity region.

1 INTRODUCTION

The second generation gravitational wave detectors such
as KAGRA1, Advanced LIGO2, Advanced VIRGO3 and
GEO4 are under construction and the first detection of grav-
itational wave is expected in near future. The most im-
portant sources of gravitational waves are compact binary
mergers such as the binary neutron star (NS-NS), the neu-
tron star black hole binary (NS-BH), and the binary black
hole (BH-BH). As the compact binary radiates gravitational
wave and loses the orbital energy and the angular momen-
tum, the compact binary coalesces. The merger rate of NS-

1 http://gwcenter.icrr.u-tokyo.ac.jp/en/
2 http://www.ligo.caltech.edu/
3 http://www.ego-gw.it/index.aspx/
4 http://www.geo600.org/

NS can be estimated using the binary pulser observation
(e.g., Kalogera, Kim, Lorimer et al. 2004a,b). However NS-
BH and BH-BH merger rates cannot be estimated using the
observation since no such binaries have been observed so
that they can be estimated only by the theoretical approach
called the population synthesis. For Population I (Pop I)
and Population II (Pop II) stars, the merger rates of com-
pact binaries are estimated by Belczynski, Kalogera & Bulik
(2002); Belczynski et al. (2007, 2012); Dominik et al. (2012,
2013).

In this paper, we focus on Pop III stars which were
formed first in the universe with zero metal after the Big
Bang. The formation process of Pop III stars has been
argued by many authors such as Omukai & Nishi (1998);
Bromm, Coppi & Larson (2002); Abel, Bryan & Norman
(2002); Yoshida, Omukai & Hernquist (2008); Greif et al.
(2012). The simulations of rotating minihalo in the early
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bursts. However, in contrast to the input physics in our work,
the codes mentioned utilize a constant λ value.

2.4. Compact Object Formation

To evolve a star from ZAMS toward its eventual supernova
(SN) with the StarTrack code, we use the (slightly modified;
see Belczynski et al. 2002) procedure presented in Hurley
et al. (2000), with updated wind mass-loss rates as described in
Section 2.2. The mass of the compact object is calculated from
the properties of the pre-supernova star, and the type (whether
it is an NS or a BH) is set solely by its mass.

We use a recent study by Fryer et al. (2012) to describe the
SN explosion and the resulting compact object formation. Our
models allow for a successful explosion without the need for
the artificial injection of energy into the exploding star. This
is a major update of the input physics used in the population
synthesis of massive binaries. Previous studies at best used sig-
nificantly outdated supernova models, if they used any at all.
We have introduced two alternative supernova models into our
code: “Delayed” and “Rapid.” Both are core-collapse scenarios,
and they share the same convection-enhanced neutrino-driven
explosion mechanism. The main factor that differentiates the
two models is the type of instability which causes the macro-
scopic flows of matter (similar to convection) that eventually
lead to the ejection of the infalling matter. The Delayed model
is sourced from the standing accretion shock instability (SASI),
and can produce an explosion as late as 1 s after bounce, while
the Rapid model starts from the Rayleigh–Taylor instability and
occurs within the first 0.1–0.2 s. In the Rapid scenario we either
end up with a very strong (high-velocity kick) supernova in the
case of a low-mass star (Mzams ! 25 M⊙), and produce an NS, or
the supernova fails, and there is direct collapse to a massive BH.
In the Delayed case the entire spectrum of explosion energies
is allowed, and this results in a wide range of compact object
masses, from NSs to light BHs to massive BHs. The formulas
describing the two supernova engines adopted in StarTrack
are provided in Fryer et al. (2012, Equations (15)–(17) for the
Rapid and (18)–(20) for the Delayed engine).

We also allow for the formation of NSs through ECSNe
(Miyaji et al. 1980). These are weak supernovae (no natal kick
assumed) occurring for the lowest mass stars (Mzams ∼ 7 M⊙),
and they end up forming NSs.

3. MODELING

The physics underlying the formation of DCOs is uncertain,
notably due to the modeling challenges of the supernova and CE
phases. Core collapse, usually (but not always) followed by a
supernova explosion, forms a compact object. The mass and the
type of compact object is determined by the details of the event.
Additionally, supernova asymmetry via mass loss and/or a natal
kick may disrupt a binary, depleting the population of DCOs.
At the same time, for some binaries a natal kick of the right
amplitude and direction may produce a prematurely coalescing
DCO. The CE phase is present in all formation scenarios, for all
types of close DCOs. It is the primary mechanism for bringing
initially widely separated binaries into close orbits, thereby
allowing them to coalesce within a Hubble time.

To explore the uncertainties associated with our models we
calculate a suite of population synthesis results, investigating
a range of factors which have the largest impact on the rates
and physical properties of DCOs. As a reference we use the
Standard model introduced in Section 4.1, that resembles input

Table 1
Summary of Modelsa

Model Parameter Description

S Standard λ = Nanjing, MNS,max = 2.5 M⊙, σ = 265
km s−1 BH kicks: variable, SN: Rapid
half-cons mass transfer

V1 λ = 0.01 Very low λ: fixed
V2 λ = 0.1 Low λ: fixed
V3 λ = 1 High λ: fixed
V4 λ = 10 Very high λ: fixed
V5 MNS,max = 3.0 M⊙ High maximum NS mass
V6 MNS,max = 2.0 M⊙ Low maximum NS mass
V7 σ = 132.5 km s−1 Low kicks: NS/BH
V8 Full BH kicks High natal kicks: BH
V9 No BH kicks No natal kicks: BH
V10 Delayed SN NS/BH formation: delayed SN engine
V11 Weak winds Wind mass-loss rates reduced to 50%
V12 Cons MT Fully conservative mass transfer
V13 Non-cons MT Fully non-conservative mass transfer
V14 λ × 5 Nanjing λ increased by 5
V15 λ × 0.2 Nanjing λ decreased by 5

Note. a All parameters, except for the one listed under “Description,” retain
their Standard model (“S”) values.

physics described in detail in Belczynski et al. (2008), with some
important additions and modifications. The subsequent models
are variations on this Standard model, each exploring a sin-
gle parameter connected to either the core-collapse/supernova
explosion or CE phases. Despite the fact that we now have phys-
ically motivated values for λ, we also explore models in which
λ is constant, with the specific value set over a wide range. The
range is chosen to be such as to encompass all plausible values
allowed by detailed physical calculation of the Nanjing results
(Xu & Li 2010). Variations 1–4 employ λ = 0.01, 0.1, 1, and
10, respectively (see Table 1).

To delineate between a NS and a BH we need to adopt a
value for the maximum NS mass. Theoretical studies of the
equation of state allow values in the range 1.5–3.0 M⊙ (Lattimer
& Prakash 2010). Observations yield a narrower range, with
the most massive NSs reaching 2 M⊙ (Demorest et al. 2010).
Statistical analyses of the measured BH masses indicate that the
BH mass distribution is unlikely to extend below about 4.5 M⊙
(Bailyn et al. 1998; Özel et al. 2010; Farr et al. 2011), which
leaves a significant range with no compact objects. This might
argue for a higher upper limit on the NS mass (or even potentially
a lower limit on the BH mass?). Utilizing the theoretical and
observational estimates, we vary the maximum NS mass from
3.0 M⊙ (Variation 5), through 2.5 M⊙ (Standard), and as low as
2.0 M⊙ (Variation 6).

In the Standard model for natal kicks in core-collapse su-
pernovae we employ a Maxwellian kick distribution with
σ = 265 km s−1, based on observed velocities of single Galac-
tic pulsars (Hobbs et al. 2005). During the explosion, parts or
all of the ejected mass may not reach escape velocity due to (1)
the strong gravitational potential generated by the newly formed
compact object and (2) the decreasing explosion energy with the
mass of the exploding star. In the asymmetric mass ejection kick
mechanism (adopted here) this makes BH natal kicks smaller as
compared with NS kicks (e.g., Fryer et al. 2012). To account for
this effect we use a simple linear formula describing the reduc-
tion of natal kick magnitude by the amount of fallback during
an SN:

Vk = Vmax(1 − ffb), (3)

5
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Table 2
Galactic Merger Rates, Z⊙ (Myr−1)a

Model NS–NS BH–NS BH–BH

S 23.5 (7.6) 1.6 (0.2) 8.2 (1.9)
V1 0.4 (0.4) 0.002 (0.002) 1.1 (1.1)
V2 11.8 (1.1) 2.4 (0.08) 15.3 (0.4)
V3 48.8 (14.3) 4.6 (0.03) 5.0 (0.03)
V4 20.8 (0.3) 0.9 (0.0) 0.3 (0.0)
V5 24.1 (8.1) 1.4 (0.2) 8.3 (2.0)
V6 24.1 (8.3) 1.4 (0.2) 8.0 (1.9)
V7 32.4 (9.5) 1.9 (0.3) 10.4 (2.1)
V8 23.3 (7.7) 0.03 (0.004) 0.05 (0.005)
V9 23.4 (8.0) 1.4 (0.2) 16.9 (4.2)
V10 25.6 (8.9) 0.07 (0.03) 0.6 (0.08)
V11 24.2 (6.5) 1.2 (0.2) 29.7 (3.6)
V12 77.4 (0.3) 0.06 (0.02) 8.9 (1.6)
V13 26.1 (6.2) 10.6 (3.9) 5.8 (0.5)
V14 28.2 (3.7) 3.4 (0.05) 23.0 (0.07)
V15 39.8 (17.8) 0.01 (0.007) 1.1 (1.0)
Range 0.4–77.4 (0.3–17.8) 0.002–10.6 (0.0–3.9) 0.05–29.7 (0.0–4.2)

Notes. a Rates are calculated for a synthetic galaxy similar to the Milky Way
(solar metallicity, and 10 Gyr of continuous star formation at the level of
3.5 M⊙ yr−1). Rates are presented for submodel A (CE HG donor allowed),
with the rates for submodel B (CE HG donor forbidden) listed in parentheses;
see Section 2.3.1 for details. The range presents the minimum and maximum
value for each DCO type.

with the limits based on the targeted stellar population. For ex-
ample, NS studies require evolution of single stars within the
range 8–25 M⊙, while for BHs the lower limit is 25 M⊙. Bi-
nary evolution may broaden these ranges due to mass transfer
episodes, and we therefore set the minimum mass of the primary
to 5 M⊙. We assume a flat mass ratio distribution, Φ(q) = 1,
over the range q = 0–1, in agreement with recent observations
(Kobulnicky & Fryer 2007). Given a value of the primary mass
and the mass ratio, we obtain the mass of the secondary from
M2 = qM1. However, for the same reasons as for the primary,
we do not consider binaries where the mass of the secondary
is below 3 M⊙. The distribution of initial binary separations is
assumed to be flat in log(a) (Abt 1983), and so ∝ 1/a, with
a ranging from values such that at ZAMS the primary fills no
more than 50% of its Roche lobe to 105 R⊙. For the initial eccen-
tricity we adopt a thermal equilibrium distribution (e.g., Heggie
1975; Duquennoy & Mayor 1991) Ξ(e) = 2e, with e ranging
from 0 to 1.

4. RESULTS

The DCO merger rates for a synthetic galaxy resembling
the Milky Way, but for two differing values of metallicity, are
presented in Table 2 (Z = Z⊙) and Table 3 (Z = 0.1 Z⊙).
The corresponding plots of the merger rates are shown in
Figures 19 and 20. The physical properties of DCOs for the
Standard model are presented in Figure 7 (chirp mass), Figure 8
(delay time), and Figure 9 (mass ratio), along with the major
formation channels (Tables 4 and 5). The distributions of chirp
masses (Figures 10–13 (with corresponding Tables 6–9)) and
delay times (Figures 14–17) for all the models are presented.
The delay time, tdel, is the sum of the time needed to form
two compact objects from a ZAMS binary and the time for
the two compact objects to coalesce due to the emission of
gravitational radiation. For DCOs the former evolutionary time
interval (∼Myr) is usually much shorter than the latter merger
time (∼Gyr), and the delay time is rather similar to the merger

Table 3
Galactic Merger Rates, 0.1 Z⊙ (Myr−1)a

NS–NS BH–NS BH–BH

S 8.1 (2.5) 3.4 (2.3) 73.3 (13.6)
V1 0.06 (0.06) 0.03 (0.03) 12.5 (8.1)
V2 65.9 (6.9) 0.5 (0.4) 56.7 (16.1)
V3 44.1 (4.2) 15.8 (8.4) 90.2 (7.9)
V4 29.5 (1.4) 8.8 (1.6) 5.9 (0.3)
V5 8.0 (2.3) 3.4 (2.1) 73.4 (13.7)
V6 7.8 (2.4) 3.5 (2.0) 74.5 (13.8)
V7 8.3 (2.2) 6.1 (4.3) 83.7 (15.1)
V8 8.2 (2.5) 0.7 (0.2) 4.2 (0.8)
V9 8.1 (2.1) 5.2 (3.7) 92.3 (19.3)
V10 8.6 (2.6) 2.3 (2.0) 62.0 (11.5)
V11 7.7 (2.3) 3.8 (2.4) 79.2 (17.1)
V12 17.1 (4.4) 4.1 (3.0) 68.8 (6.6)
V13 5.9 (1.4) 33.0 (30.1) 39.0 (28.9)
V14 47.0 (1.0) 15.5 (5.7) 90.5 (14.9)
V15 54.4 (7.8) 0.4 (0.3) 21.7 (10.2)
Range 0.06–65.9 (0.06–7.8) 0.03–33.0 (0.03–30.1) 4.2–92.3 (0.3–28.9)

Note. a Same as Table 3 but for sub-solar metallicity.

time. Additional models and DCO population properties are
available online at www.syntheticuniverse.com.

For each model we calculate the Galactic merger rates. These
are defined as the number of coalescences of DCOs per unit
time occurring in a synthetic galaxy similar to the Milky Way
(with age of 10 Gyr and a constant star formation rate (SFR)
of 3.5 M⊙ yr−1). In practice this is done by checking if the
delay time of a DCO (with a random starting point between
0 and 10 Gyr) falls near the current galaxy age (10 Gyr).
However, the amount of mass within the simulated binaries
corresponds only to a part of the star-forming mass of the galaxy.
In order to extrapolate the simulated mass to that of the entire
galaxy we employ the following procedure. First, the amount of
mass contained within the simulated binary stellar population is
estimated (the mass of the primary follows from Equation (5),
and the mass of the secondary follows from our assumed mass
ratio distribution). Additionally, we assume a binary fraction of
50%, so that for each binary system there is one additional
individual star. The mass of each of the individual stars is
taken to be in the same range as for the primary components in
binaries. The acquired mass, Macq, is then divided by the age
of the synthetic galaxy tgal (10 Gyr) in order to get a constant
star formation rate corresponding to the simulated stellar mass
(0.073 M⊙ yr−1). To match this SFR to that of the synthetic
galaxy, SFRgal (3.5 M⊙ yr−1), one needs a multiplication factor
of 48 (fSFR). The corresponding equation is

fSFR = SFRgal

(
Macq

tgal

)−1

. (6)

Therefore, to extrapolate our results to the entire mass in the
synthetic Milky Way, we use each synthetic DCO binary 48
times. Each time the given binary is assigned a new starting
time (from a uniform distribution), and if its coalescence time
falls within 9–10 Gyr, it is included in our results.

The typical range of the number of DCOs, N, generated in
each simulation is ∼1000–10,000 for submodel A and ∼10–100
for submodel B. Therefore, the relative statistical error (

√
N/N)

is at most ∼10%–30% where the ranges are given by the values
in submodels A–B. The errors arising from uncertainties in
various aspects of the single and binary star evolution can change
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Table 4
Formation Channels of DCOs for Z⊙a

Channel Fraction

NSNS01 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 79.3%
NSNS02 NC:a→b, CE:b→a, NC:b→a, AIC(WD→NS):a, NC:b→a, SN:b 8.0%
NSNS03 NC:a→b, SN:a, CE:b→a, CE:b→a,b SN:b 6.9%
NSNS04 Other 5.8%

BHNS01 NC:a→b, SN:a, CE:b→a, SN:b 95.4%
BHNS02 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 1.8%
BHNS03 Other 2.8%

BHBH01 NC:a→b, SN:a, CE:b→a, SN:b 98.9%
BHBH02 Other 1.1%

Notes. a Coalescing DCOs’ formation channels for the Standard model, submodel A at solar metallicity. NC: non-conservative mass transfer;
SN: supernova; CE: common envelope; AIC: accretion-induced collapse of oxygen/neon white dwarf into NS. The arrows show the direction
of transfer and “a” stands for the primary (initially more massive) component, “b” for the secondary.
b The first CE is initiated by the H-rich Hertzsprung gap donor (allowed in model A). The second starts when the exposed core of the donor
becomes an evolved helium star.

the Galactic merger rates of DCOs by ∼1–2 orders of magnitude
(as shown in the next sections), making the statistical errors
irrelevant.

In addition to the population of DCOs with delay times below
10 Gyr (the merging population), in each model we acquire
another population occupying the domain above this time limit
(the non-merging population). This population contains each
type of DCO, and is available at www.syntheticuniverse.org.

4.1. Standard Model

At solar metallicity, the merger rates for a synthetic galaxy
similar to the Milky Way are dominated by NS–NS systems
(23.5–7.6 Myr−1; submodels A and B), with a smaller but still
significant contribution from BH–BH systems (8.2–1.9 Myr−1),
and with a minor contribution from BH–NS systems to the over-
all DCO merger rate (1.6–−0.2 Myr−1; see Table 2). Qual-
itatively these findings are consistent with previous results
(Belczynski et al. 2002). The quantitative results, however,
are quite different, due to the many improvements in the
models over the intervening decade. Belczynski et al. (2002)
found the following mean rates: NS–NS, 53 Myr−1; BH–BH,
26 Myr−1; and BH–NS, 8.1 Myr−1. At sub-solar metallicity,
the systems with BHs increase their relative contribution to
the overall rates, and the merger rate is dominated by BH–BH
systems (73.3–13.6 Myr−1), with smaller contribution from
NS–NS (8.1–2.5 Myr−1) and BH–NS systems (3.4–2.3 Myr−1;
see Table 3). These results are qualitatively similar to our re-
cent work on the dependence of merger rates on metallicity
(Belczynski et al. 2010b). Again, quantitatively there are signif-
icant differences. Belczynski et al. (2010b) found the following
rates: 84–6.1 Myr−1 (BH–BH), 41–3.3 Myr−1 (NS–NS), and
12–7.0 Myr−1 (BH–NS) for Z = 0.1 Z⊙. These changes reflect
the fact that since the previous study we have introduced physi-
cal λ values and observationally constrained SN models, which
yield a new compact object mass spectrum.

A general division of these rates by DCO type may be
understood in the following way. The initial mass function
(IMF) falls steeply with mass, and delivers more NS than BH
progenitors (by a factor10 of ∼4). The supernova explosion
is the major process that drastically affects the number of

10 This factor is the ratio of the number of stars between 8 and 20 M⊙ (NS
progenitors) to the number of stars between 20 and 150 M⊙ (BH progenitors)
as calculated from the IMF (see Section 3).

massive binaries, as the explosions tend to disrupt binaries.
This is especially true in the case of NS progenitors, as these
receive large natal kicks and as many as ∼90%–95% of potential
binaries may end up disrupted after the first supernova explosion
(e.g., Lorimer et al. 2004; Belczynski et al. 2010c). Supernovae
do not affect binaries with BHs as much because it is believed
that most of the massive stars producing BHs do not experience
large kicks at core collapse. What follows is that the rates for
NS–NS and BH–BH mergers are not as separated as would
be simply deduced from the IMF. The rates are also very
sensitive to the details of the CE, and these are quite different
for NS and BH progenitors (as discussed below). Additionally,
the three types of DCOs evolve along separate evolutionary
channels (see Table 4). This qualitative picture can explain the
calculated ratio of NS–NS to BH–BH merger rates (∼3–4).
The BH–NS merger rates are the smallest, as the majority of
potential progenitor binaries have initially large mass ratios, and
the first interaction of the two components leads to a CE phase
and the inevitable merger. This happens because the massive
envelope of the BH progenitor cannot be successfully dispersed
by the much less massive NS progenitor. Note that none of
the significant BH–NS formation channels starts with the CE
phase, but instead the progenitors of these systems originate
from a narrow mass range (mass ratio of the two components
larger than ∼1/2–1/3 allowing for the first interaction to be a
stable RLOF (see Table 4)).

At sub-solar metallicity other factors come into play and
make BH–BH systems dominant in the overall merger rate.
First, the smaller wind mass loss makes pre-SN progenitors of
NSs slightly more massive (by ∼10%). Heavier NS progenitors
tend to explode as core-collapse supernovae (full kicks) rather
than ECSNe (no kicks, see Section 2.4). This means that for
sub-solar metallicity more NSs are formed with disruptive natal
kicks than for a solar environment. Additionally, smaller wind
mass loss decreases the expansion of the separation between the
components. This causes the progenitors of NS–NS systems, at
sub-solar metallicities, to engage in a second CE (see Table 5)
just after the first one. This increases the probability of a merger
during evolution when compared with Z⊙; hence the drop of
merger rates of NS–NS systems from Z⊙ to 0.1 Z⊙. The merger
rates for BH–BH systems increase for sub-solar metallicity,
as low wind mass-loss rates allow the progenitors to remain
more massive during evolution. This in turn makes the pre-SN
stars more massive and allows for larger amount of fallback.
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Figure 5. Distribution of progenitor (ZAMS) masses of coalescing DCOs for the Standard model, submodel A (for submodel details, see Section 2.3.1), Z⊙. The
top panel presents the distribution for NS–NS, the middle panel for BH–NS, and the bottom panel for BH–BH progenitors. M1 stands for the primary component
(initially more massive, solid, blue line) and M2 for the secondary (initially less massive, dashed, red line). The average mass for NS–NS progenitors is 11–9 M⊙, for
BH–NS progenitors is 52–27 M⊙, and for BH–BH progenitors is 58–44 M⊙ (M1–M2). Note that binary evolution blurs the ZAMS mass limits for NS/BH formation
(see Section 4.1).
(A color version of this figure is available in the online journal.)

Table 5
Formation Channels of DCOs for 0.1 Z⊙a

Channel Fraction

NSNS01 NC:a→b, SN:a, CE:b→a, CE:b→a, SN:b 49.1%
NSNS02 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 21.2%
NSNS03 NC:a→b, SN:a, CE:b→a, SN:b 18.2%
NSNS04 NC:a→b, CE:b→a, SN:a, CE:b→a, SN:b 3.3%
NSNS05 Other 8.2%

BHNS01 CE:a→b, SN:a, CE:b→a, NC:b→a, SN:b 40.8%
BHNS02 CE:a→b, SN:a, CE:b→a, SN:b 17.4%
BHNS03 NC:a→b, SN:a, CE:b→a, SN:b 13.4%
BHNS04 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 12.2%
BHNS05 NC:a→b, CE:b→a, NC:a→b, SN:a, SN:b 8.8%
BHNS06 Other 6.4%

BHBH01 NC:a→b, SN:a, CE:b→a, SN:b 90.6%
BHBH02 CE:a→b, SN:a, CE:b→a, SN:b 4.0%
BHBH03 NC:a→b, SN:a, NC:b→a, CE:b→a, SN:b 1.4%
BHBH04 Other 4.0%

Note. a Same as Table 4 but for sub-solar metallicity.

Increased fallback reduces the magnitude of the natal kicks (see
Equation (3)) to almost none or none at all (direct collapse into a
BH) and makes the SN significantly less disruptive, as explained
in detail by Belczynski et al. (2010b).

The formation of BH–NS binaries is determined by the
properties of the progenitors of both compact object types.
Therefore, the behavior of these systems may be considered
as a combination of effects noted in the formation of BH–BH
and NS–NS systems.

In Figures 5, 6, 7, 8, and 9 we present the distributions of
DCO progenitor ZAMS masses, DCO masses, chirp masses,

delay times, and DCO mass ratios for the Standard model.
For purposes of illustration, the distributions of progenitor and
remnant masses are given for submodel A, Z = Z⊙ only.
Additional plots are available at www.syntheticuniverse.org.

In the distribution of progenitor ZAMS masses (Figure 5)
one can clearly see that binary evolution blurs the limits for
ZAMS mass of the star for the formation of NS/BH. For NS–NS
progenitors (top panel), the masses of the primary components
(up to ∼30 M⊙) exceed the typical upper limit for the formation
of an NS for single stars (∼20 M⊙, also lower limit for the
formation of a BH). Under favorable circumstances, binary
evolution may push this limit even further, up to 100 M⊙ (e.g.,
Wellstein et al. 2001; Belczynski & Taam 2008). Note that
for BH–NS systems (middle panel), a high progenitor mass
does not necessarily imply that it will form a BH. During
their evolution, progenitors of BH–NS systems may undergo a
mass ratio reversal (due to mass transfer events) so the primary
component (initially more massive) may become a NS (as seen
in the middle panel of Figure 6). For BH–BH progenitors the
lowest mass of the primary component is ∼45 M⊙, and the
lowest mass of the secondary is ∼25 M⊙. Also, progenitor stars
of BH–BH systems have a wide mass distribution (ranging up to
150 M⊙). However, the masses peak at ∼55 M⊙ for the primary
component and ∼40 M⊙ for the secondary.

The distribution of masses of DCO remnants (Figure 6)
clearly shows the gap between the upper mass achievable by
NSs (2 M⊙, despite allowing for the formation of NSs with
mass up to 2.5 M⊙) and the lower mass of BHs (∼5 M⊙). This
is due to the implementation of the Rapid supernova engine,
which is the first to successfully reproduce this “mass gap”
(for details, see Section 2.4). Additionally, for BH–NS binaries
some remnants formed out of the initially less massive star in
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Figure 5. Distribution of progenitor (ZAMS) masses of coalescing DCOs for the Standard model, submodel A (for submodel details, see Section 2.3.1), Z⊙. The
top panel presents the distribution for NS–NS, the middle panel for BH–NS, and the bottom panel for BH–BH progenitors. M1 stands for the primary component
(initially more massive, solid, blue line) and M2 for the secondary (initially less massive, dashed, red line). The average mass for NS–NS progenitors is 11–9 M⊙, for
BH–NS progenitors is 52–27 M⊙, and for BH–BH progenitors is 58–44 M⊙ (M1–M2). Note that binary evolution blurs the ZAMS mass limits for NS/BH formation
(see Section 4.1).
(A color version of this figure is available in the online journal.)

Table 5
Formation Channels of DCOs for 0.1 Z⊙a

Channel Fraction

NSNS01 NC:a→b, SN:a, CE:b→a, CE:b→a, SN:b 49.1%
NSNS02 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 21.2%
NSNS03 NC:a→b, SN:a, CE:b→a, SN:b 18.2%
NSNS04 NC:a→b, CE:b→a, SN:a, CE:b→a, SN:b 3.3%
NSNS05 Other 8.2%

BHNS01 CE:a→b, SN:a, CE:b→a, NC:b→a, SN:b 40.8%
BHNS02 CE:a→b, SN:a, CE:b→a, SN:b 17.4%
BHNS03 NC:a→b, SN:a, CE:b→a, SN:b 13.4%
BHNS04 NC:a→b, SN:a, CE:b→a, NC:b→a, SN:b 12.2%
BHNS05 NC:a→b, CE:b→a, NC:a→b, SN:a, SN:b 8.8%
BHNS06 Other 6.4%

BHBH01 NC:a→b, SN:a, CE:b→a, SN:b 90.6%
BHBH02 CE:a→b, SN:a, CE:b→a, SN:b 4.0%
BHBH03 NC:a→b, SN:a, NC:b→a, CE:b→a, SN:b 1.4%
BHBH04 Other 4.0%

Note. a Same as Table 4 but for sub-solar metallicity.

Increased fallback reduces the magnitude of the natal kicks (see
Equation (3)) to almost none or none at all (direct collapse into a
BH) and makes the SN significantly less disruptive, as explained
in detail by Belczynski et al. (2010b).

The formation of BH–NS binaries is determined by the
properties of the progenitors of both compact object types.
Therefore, the behavior of these systems may be considered
as a combination of effects noted in the formation of BH–BH
and NS–NS systems.

In Figures 5, 6, 7, 8, and 9 we present the distributions of
DCO progenitor ZAMS masses, DCO masses, chirp masses,

delay times, and DCO mass ratios for the Standard model.
For purposes of illustration, the distributions of progenitor and
remnant masses are given for submodel A, Z = Z⊙ only.
Additional plots are available at www.syntheticuniverse.org.

In the distribution of progenitor ZAMS masses (Figure 5)
one can clearly see that binary evolution blurs the limits for
ZAMS mass of the star for the formation of NS/BH. For NS–NS
progenitors (top panel), the masses of the primary components
(up to ∼30 M⊙) exceed the typical upper limit for the formation
of an NS for single stars (∼20 M⊙, also lower limit for the
formation of a BH). Under favorable circumstances, binary
evolution may push this limit even further, up to 100 M⊙ (e.g.,
Wellstein et al. 2001; Belczynski & Taam 2008). Note that
for BH–NS systems (middle panel), a high progenitor mass
does not necessarily imply that it will form a BH. During
their evolution, progenitors of BH–NS systems may undergo a
mass ratio reversal (due to mass transfer events) so the primary
component (initially more massive) may become a NS (as seen
in the middle panel of Figure 6). For BH–BH progenitors the
lowest mass of the primary component is ∼45 M⊙, and the
lowest mass of the secondary is ∼25 M⊙. Also, progenitor stars
of BH–BH systems have a wide mass distribution (ranging up to
150 M⊙). However, the masses peak at ∼55 M⊙ for the primary
component and ∼40 M⊙ for the secondary.

The distribution of masses of DCO remnants (Figure 6)
clearly shows the gap between the upper mass achievable by
NSs (2 M⊙, despite allowing for the formation of NSs with
mass up to 2.5 M⊙) and the lower mass of BHs (∼5 M⊙). This
is due to the implementation of the Rapid supernova engine,
which is the first to successfully reproduce this “mass gap”
(for details, see Section 2.4). Additionally, for BH–NS binaries
some remnants formed out of the initially less massive star in
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Figure 6. Distribution of remnant masses of coalescing DCOs for the Standard model, submodel A, Z⊙. The top panel presents the distribution for NS–NS, the middle
panel for BH–NS, and the bottom panel for BH–BH systems. M1 represents the primary remnant (corresponding to M1 in Figure 5, solid, blue line), while M2 is
the secondary (corresponding to M2 in Figure 5, dashed, red line). The average mass for NS–NS systems is 1.3–1.1 M⊙, for BH–NS systems is 8.0–1.8 M⊙, and for
BH–BH systems is 8.2–7.2 M⊙ (M1–M2). The gap between the upper mass of NSs (2 M⊙) and the lowest mass of BHs (5 M⊙) results from the use of the Rapid SN
engine (see Section 2.4).
(A color version of this figure is available in the online journal.)

Figure 7. Distribution of chirp masses of coalescing DCOs for the Standard model. The average chirp masses for NS–NS and BH–NS systems are ∼1.1 M⊙ and
3.2 M⊙, respectively, for both submodels and metallicities. The average chirp mass for BH–BH systems, for Z⊙, is ∼6.7 M⊙ for both submodels. For 0.1 Z⊙ the
masses are 13.2–9.7 M⊙ for submodels A and B, respectively. The maximum chirp mass increases with metallicity as wind mass-loss rates decrease, allowing for the
formation of heavier BHs (see Belczynski et al. 2010b and Section 4.1).
(A color version of this figure is available in the online journal.)

the binary fall within the BH mass regime while some primary
components (initially more massive) may end up as NSs. This
is due to the aforementioned mass ratio reversal. Despite a wide
range of BH–BH progenitor masses, the component masses of
remnant systems are mostly clustering around 5–9 M⊙. Such a

drastic reduction in mass range comes from the significant wind
mass loss for massive BH progenitors and mass ejection in CE
events. Both factors usually reduce the masses of the whole
progenitor stars to the masses of their cores, for which the mass
range is narrow.
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Figure 6. Distribution of remnant masses of coalescing DCOs for the Standard model, submodel A, Z⊙. The top panel presents the distribution for NS–NS, the middle
panel for BH–NS, and the bottom panel for BH–BH systems. M1 represents the primary remnant (corresponding to M1 in Figure 5, solid, blue line), while M2 is
the secondary (corresponding to M2 in Figure 5, dashed, red line). The average mass for NS–NS systems is 1.3–1.1 M⊙, for BH–NS systems is 8.0–1.8 M⊙, and for
BH–BH systems is 8.2–7.2 M⊙ (M1–M2). The gap between the upper mass of NSs (2 M⊙) and the lowest mass of BHs (5 M⊙) results from the use of the Rapid SN
engine (see Section 2.4).
(A color version of this figure is available in the online journal.)

Figure 7. Distribution of chirp masses of coalescing DCOs for the Standard model. The average chirp masses for NS–NS and BH–NS systems are ∼1.1 M⊙ and
3.2 M⊙, respectively, for both submodels and metallicities. The average chirp mass for BH–BH systems, for Z⊙, is ∼6.7 M⊙ for both submodels. For 0.1 Z⊙ the
masses are 13.2–9.7 M⊙ for submodels A and B, respectively. The maximum chirp mass increases with metallicity as wind mass-loss rates decrease, allowing for the
formation of heavier BHs (see Belczynski et al. 2010b and Section 4.1).
(A color version of this figure is available in the online journal.)

the binary fall within the BH mass regime while some primary
components (initially more massive) may end up as NSs. This
is due to the aforementioned mass ratio reversal. Despite a wide
range of BH–BH progenitor masses, the component masses of
remnant systems are mostly clustering around 5–9 M⊙. Such a

drastic reduction in mass range comes from the significant wind
mass loss for massive BH progenitors and mass ejection in CE
events. Both factors usually reduce the masses of the whole
progenitor stars to the masses of their cores, for which the mass
range is narrow.
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Figure 8. Distribution of delay times for coalescing DCOs for the Standard model. The vertical axis presents the number of DCOs per linear time. The average delay
time for all binaries is ∼1 Gyr.
(A color version of this figure is available in the online journal.)

Figure 9. Distribution of mass ratios of coalescing DCOs for the Standard model. The mass ratio is defined as the ratio of the less massive to the more massive compact
object in the binary. The average values for NS–NS systems are ∼0.85 for both submodels and metallicities. For BH–NS binaries the average is ∼0.22, for Z⊙, for
both submodels and ∼0.15, for 0.1 Z⊙, also for both submodels. For BH–BH systems the average value is ∼0.8 for both submodels and metallicities.
(A color version of this figure is available in the online journal.)

To calculate the chirp mass Mchirp of a DCO we use the
following formula:

Mchirp = (M1M2)
3
5 (M1 + M2)−

1
5 , (7)

where Mi are the masses of the components. The most notable
aspect of the chirp-mass distributions (Figure 7) is the maximum
value for BH–BH systems (∼30 M⊙), for submodel A, 0.1 Z⊙.
As metallicity decreases from solar to sub-solar, so do the wind
mass-loss rates. This allows for the formation of more massive
BHs. For submodel B, Z = 0.1 Z⊙ the maximum value is
lower (18 M⊙) than for submodel A for the same metallicity. In
submodel A the most massive progenitors of BHs experience
significant expansion during evolution leading to the CE events

with an HG donor, rather than a donor beyond the HG which
is more likely for lower-mass progenitors. Submodel B does
not allow for the survival of HG donors during a CE (see
Section 2.3.1) and the most massive BHs disappear. The average
chirp masses for Z = Z⊙ are the same for both submodels:
1.05 for NS–NS, 3.2 M⊙ for BH–NS, and 6.7 M⊙ for BH–BH
systems. For 0.1 Z⊙ the average chirp masses are 1.1–1.1 M⊙
(submodels A and B) for NS–NS, 3.2–3.1 M⊙ for BH–NS, and
13.2–9.7 M⊙ for BH–BH systems.

The delay time distributions (Figure 8) are proportional to t−1
del .

The average delay time for systems merging within 10 Gyr at Z⊙
is 1.1–1.5 Gyr (submodels A and B) for NS–NS, 1.7–1.7 Gyr
for BH–NS, and 1.0–2.5 Gyr for BH–BH systems. For sub-solar
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Figure 10. Chirp-mass distribution of coalescing DCOs for all variations for submodel A (for submodel details, see Section 2.3.1) and Z = Z⊙. The maximum chirp
mass is found for BH–BH systems, and may reach as high as ∼14 M⊙. The typical chirp mass for BH–NS systems is ∼2–3 M⊙, while the chirp mass for NS–NS
systems peaks around ∼1 M⊙ independent of the model. Note that the chirp masses of BH–NS systems are separated from the BH–BH values. The only exception to
this rule is the (most likely unphysical) V10 model, which employs the Delayed supernova engine (see Section 4.10 for details).
(A color version of this figure is available in the online journal.)

metallicity the average is 1.0–2.3 Gyr for NS–NS, 1.5–1.5 Gyr
for BH–NS, and 1.0–1.4 Gyr for BH–BH systems.

The delay times for submodel B are in general higher than
for submodel A. This is a direct result of our assumption on the
outcome of the CE phase with an HG donor. Binary populations
are identical in submodels A and B until a CE event. If the
separation is relatively small, the CE may be initiated early
on in the evolution, specifically by an HG donor. The survival
of such an event may lead to the formation of a close binary
in submodel A. In submodel B CEs with this type of donor
are always considered a merger (see Section 2.3.1). Binaries
with separation large enough to prevent the rapidly expanding
HG star from overfilling its Roche lobe will initiate the CE
in later stages of evolution. This scenario meets the criteria of
submodels A and B and allows the binaries to be accounted
for in both (in terms of forming merging DCOs). Submodel B,
therefore, favors binaries with larger separations, which translate
into larger merger times.

Additionally, the delay times decrease with metallicity. This
comes from the fact that for sub-solar environments stars lose
less mass in winds and therefore form more massive remnants.
The more massive the components of a DCO, the less time it
takes for a system to merge. A secondary effect of the reduced
wind mass-loss rates for Z < Z⊙ on the delay times is the

smaller expansion of the separation during evolution as a smaller
amount of mass is removed from the system.

The distribution of mass ratios q is similar for both submodels
and both metallicities. NS–NS systems group around q = 0.9
as the NS masses found in our models are on average similar in
each DCO system formed (∼1.1–1.4 M⊙; see Figure 6). BH–NS
systems group around small mass ratio values (q = 0.2), which
means a large difference in mass between both remnant compact
objects. This follows from the fact that the typical NS mass
is 1.3 M⊙ and the typical BH mass is found at 5–9 M⊙ (see
Figure 6). BH–BH systems have the widest range of q, and
typically our simulations show mass ratios in the range 0.4–1.0
with increasing probability toward q = 1. This simply reflects
the fact that BH progenitors come from a wide range of masses,
and that binaries with similar masses more readily survive binary
interactions (mass transfers and supernova explosions).

4.2. Variation 1

This is the first of four variations addressing the CE bind-
ing energy parameter, λ. In this model we fix λ = 0.01. It is
found that in this evolutionary variation all merger rates sig-
nificantly decrease as compared to the Standard model (see
Tables 2 and 3). For solar metallicity the Galactic merger
rates are dominated by BH–BH systems (1.1 Myr−1 for both
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Figure 11. Chirp-mass distribution of coalescing DCOs for all variations for submodel B and Z = Z⊙.
(A color version of this figure is available in the online journal.)

submodels), followed by NS–NS (0.4 Myr−1 for both sub-
models) and BH–NS systems (0.002 Myr−1, also for submod-
els A and B). For 0.1 Z⊙ the rates for BH–BH systems are
12.5–8.1 Myr−1 (submodels A and B), 0.06 Myr−1 for NS–NS
systems (for both submodels), and 0.03 Myr−1 for BH–NS sys-
tems (also for both submodels). The behavior of the population
of DCOs in this model can be understood as follows. We have
chosen λ to have a very low value, which translates into a very
high binding energy of the CE (see Equation (2)). This binding
is so strong that most of the binaries experience a merger during
the first CE phase in their evolutionary history. This terminates
the evolution of the binary and prevents the formation of a DCO.
The least affected are BH–BH systems, since the fixed λ value
used in this variation is comparable to (although lower than) the
Nanjing λ (see Figures 3 and 4) of the typical BH progenitor.

In earlier stages, such as on the HG, the values are higher
(Nanjing λ ≈ 0.1–0.2; see Figure 3). This means that in
this fixed-λ scenario the value of the binding energy of the
CE of an HG donor is an order of magnitude larger than
for the Standard (more physical) model. Therefore, many CE
events with an HG donor end in a merger, as the reservoir
of the orbital energy is insufficient to eject the envelope. The
surviving binaries are the ones in which the CE was initiated
by a core helium burning (CHeB) donor and/or that have
very massive accretors and therefore a large orbital energy
reservoir. Submodel B does not allow for CE events with an HG

donor. In effect, the very small λ (very large binding energy)
adopted in submodel A also prevents binaries from surviving
a CE event with an HG donor, just as in submodel B. As a
result, the binary populations formed in the two submodels are
very similar.

For Z = Z⊙ the average chirp mass for NS–NS systems is
1.1 M⊙, 3.2 M⊙ for BH–NS, and 6.5 M⊙ for BH–BH systems
(for both submodels). In both submodels the distributions of
chirp masses in the Standard model and V1 are similar. The
slight differences come from the fact that the population of
merging DCOs in V1 is composed of binaries that would
form the non-merging population in the Standard model. For
Z = 0.1 Z⊙ the corresponding values are 1.1 M⊙ for NS–NS
and 3.6 M⊙ for BH–NS systems (for both submodels). In the
case of BH–BH systems, the average chirp mass is 20.0 M⊙
for submodel A and 16.1 M⊙ for submodel B. For Z = 0.1 Z⊙,
submodel A, the distribution of BH–BH chirp masses is flatter in
V1 than for the Standard model. Specifically, there are fewer low
chirp-mass systems in V1 than for the Standard model. There
are two mechanisms determining this outcome. The first is the
increased number of mergers during the CE in this variation,
which reduces the overall number of DCOs. The second is
the fact that less massive BH–BH systems have relatively light
progenitors. These binaries have smaller chances of ejecting
such a strongly bound CE due to a smaller orbital energy
reservoir, and merge in the process.
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Figure 12. Chirp-mass distribution of coalescing DCOs for all variations for submodel A and Z = 0.1 Z⊙. Note the dramatic increase of the maximum chirp mass
with decreasing metallicity. For solar metallicity, the chirp mass was always below 15 M⊙ (Figure 10), while for the majority of models shown here the chirp mass
reaches ∼30 M⊙ for sub-solar metallicity. The lack of high chirp-mass systems in model V4 is explained in Section 4.5.
(A color version of this figure is available in the online journal.)

Since the populations in submodels A and B are similar,
we find similar distributions of chirp masses and delay times.
For Z = Z⊙ the average chirp mass for NS–NS systems is
1.09 M⊙, 3.2 M⊙ for BH–NS and 6.5 M⊙ for BH–BH systems.
For Z = 0.1 Z⊙ the values are 1.11 M⊙ for NS–NS, 3.6 M⊙
for BH–NS systems for both submodels, while for the BH–BH
systems the average chirp mass is 20.0 M⊙ for submodel A and
16.1 M⊙ for submodel B. The components of these BH–BH
systems belong to the most massive compact objects, and this
results in the high cutoff point of the chirp-mass distribution in
submodel B for 0.1 Z⊙ (∼30 M⊙), when compared to other
variations. Due to the very low λ in V1, only very wide
progenitor binaries can survive a CE phase. These binaries
would form non-merging (tdel > 10 Gyr) BH–BH systems in the
standard model. Since the progenitor binaries are very wide, the
CE is typically initiated when the donor expands significantly.
This happens at late evolutionary stages and/or for very massive
donors; therefore, the donor in most cases has already evolved
past the HG and is in the CHeB phase. As most donors are
CHeB stars, both submodels produce very similar populations.
Furthermore, since many progenitors are very massive stars,
they produce very massive BH–BH systems in both submodels.

The average delay times for Z⊙ are ∼52 Myr for NS–NS,
∼1.7 Gyr for BH–NS, and ∼1.5 Gyr for BH–BH systems. For

0.1 Z⊙ these are ∼82 Myr for NS–NS, ∼0.8 Gyr for BH–NS for
both submodels. For BH–BH systems we find average delays of
∼480 Myr for submodel A and ∼680 Myr for submodel B. The
short delay times for NS–NS systems is a direct consequence of
the very low value of λ. The high binding energy of the envelope
following from this causes significant orbital energy dissipation.
This prevents the formation of NS–NS systems with delay times
over 300 Myr (see Figures 14–17).

Due to the severe reduction in the total number of systems
in this model, the least populated group, BH–NS systems,
is subject to larger statistical errors. For example, for solar
metallicity we find only one merging BH–NS system in the
V1 model. However, as we will see below, this model can
be excluded based on observations of known NS–NS Galactic
systems, and therefore we do not follow up with additional
computations.

4.3. Variation 2

In this model we fix λ = 0.1. The rates for solar metallicity
for the DCOs are 11.8–1.1 Myr−1 for NS–NS, 2.4–0.08 Myr−1

for BH–NS, and 15.3–0.4 Myr−1 for BH–BH systems
(submodels A and B). For sub-solar metallicity NS–NS
(65.9–6.9 Myr−1) and BH–BH systems (56.7–16.1 Myr−1)
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Figure 13. Chirp-mass distribution of coalescing DCOs for all variations for submodel B and Z = 0.1 Z⊙. The maximum chirp mass for submodel B typically reaches
only ∼15 M⊙, as contrasted with ∼30 M⊙ for submodel A (see Figure 12). The reason why the V1 model allows for chirp mass as high as ∼30 M⊙, even for submodel
B, is explained in Section 4.2. For the same reason V15 harbors a large chirp-mass range.
(A color version of this figure is available in the online journal.)

strongly dominate the DCO merger rate, with relatively insignif-
icant rates for BH–NS systems (0.5–0.4 Myr−1).

The most notable aspect of this variation is the high Galac-
tic NS–NS merger rate: 65.9 Myr−1 for submodel A and
sub-solar metallicity. When compared to the Standard model,
these systems merge ∼8 times more often (from 8.1 Myr−1 to
65.9 Myr−1). In this variation the λ is smaller (by at least a
factor of two) than the one used in the Standard model for an
NS progenitor (typically a 10 M⊙ star; see Figure 1). It means
that the envelope is strongly bound in V2. As a consequence the
binaries will end the CE with smaller orbital separations than
they would in the Standard model. This effect is additionally
enhanced since NS–NS progenitors, for Z = 0.1 Z⊙, often ex-
perience two CE events (see NSNS01 in Table 5 in the Standard
model; a similar channel is also found in V2). A decreased semi-
major axis increases the chances of survival through an SN. The
vast majority of disruptions occur corresponding to the first SN,
when the systems are still wide. For example, in the Standard
model ∼94% of disruptions are encountered at the first SN, with
∼6% at the second SN. In V2, there are virtually no disruptions
at the second SN leading to the 8-fold increase in merger rates.
A secondary effect of the strongly bound envelope is the mi-
gration of the progenitors toward low merger times. This has
two competing consequences. One is the increased number of

mergers during CE and a moderate reduction of merger rates.
The second is the efficient dissipation of orbital energy that
allows wide progenitors (that in the Standard model would pro-
duce non-merging NS–NS) to form merging NS–NS systems,
moderately increasing the merger rates.

For solar metallicity the effect of SN survival does not
manifest itself because progenitors of NSs often experience
ECSNe (high wind mass loss reduces pre-SN progenitor mass),
which generally do not disrupt binaries (no kick). However, for
Z⊙ there is a significant NS–NS merger rate drop in submodel
B (from 7.6 Myr−1 in the Standard model to 1.1 Myr−1 in this
variation). The main formation channel in the Standard model
(see NSNS01 in Table 4) involves a CE and non-conservative
mass transfer after the first SN. In V2 after the CE the orbital
separation is smaller than in the Standard model. Therefore,
the secondary, a low-mass helium star that is a progenitor
of the second NS, experiences RLOF much earlier in its
evolution in V2. A combination of shorter orbital period and
the earlier evolutionary stage (typically helium HG) leads to
the development of the second CE in V2 (as opposed to stable
mass transfer in the Standard model). Since the survival through
CE with HG donors is not allowed in model B, the merger
rates significantly decrease. There is also a small decrease of
merger rates in submodel A. Although HG CE is allowed in
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Table 6
Chirp-mass Characteristics for Z⊙, Submodel Aa

NS–NS BH–NS BH–BH

Min Avg Max Min Avg Max Min Avg Max

S 0.96 1.05 1.40 2.3 3.2 3.7 5.1 6.7 8.7
V1 1.08 1.09 1.14 3.2 3.2 3.2 5.3 6.5 8.3
V2 0.96 1.08 1.53 2.5 3.2 4.0 5.0 6.6 8.4
V3 0.94 1.06 1.69 2.1 2.7 3.6 4.9 6.0 7.7
V4 0.95 1.03 1.64 2.1 2.5 3.1 5.0 5.8 6.3
V5 0.96 1.05 1.42 2.4 3.2 3.8 5.0 6.7 8.7
V6 0.96 1.05 1.44 2.2 3.2 3.9 3.5 6.7 8.8
V7 0.96 1.05 1.45 2.1 3.1 3.9 5.0 6.5 8.7
V8 0.96 1.05 1.42 2.6 3.0 3.2 5.4 6.5 7.4
V9 0.96 1.05 1.44 2.2 3.1 3.7 5.0 6.3 7.5
V10 1.01 1.14 1.86 2.0 3.1 4.2 2.7 5.7 7.6
V11 0.96 1.05 1.50 2.7 3.2 4.2 4.9 10.5 14.3
V12 0.96 1.07 1.44 2.4 2.9 3.6 5.0 6.3 8.6
V13 0.94 1.02 1.63 2.1 2.7 4.0 4.9 6.1 8.6
V14 0.96 1.07 1.70 2.1 2.9 3.8 4.9 6.4 8.3
V15 0.95 1.07 1.40 3.1 3.2 3.2 5.5 6.5 8.2
Range 0.94–1.86 2.0–4.2 2.7–14.3

Notes. a The chirp-mass distribution for merging DCOs, for Z⊙ and submodel
A. The values of chirp mass presented are minimum, average, and maximum in
units of M⊙. The range represents the minimum–maximum value of the chirp
mass from the entire suite of models for each DCO type. This table corresponds
to Figure 10.

Table 7
Chirp-mass Characteristics for Z⊙, Submodel Ba

NS–NS BH–NS BH–BH

Min Avg Max Min Avg Max Min Avg Max

S 0.96 1.05 1.17 2.3 3.2 3.3 5.2 6.7 7.4
V1 1.08 1.09 1.14 3.2 3.2 3.2 5.3 6.5 8.3
V2 0.96 1.06 1.53 3.0 3.2 3.3 5.6 6.5 7.2
V3 0.96 1.05 1.22 2.2 2.4 2.6 5.7 5.9 6.4
V4 1.03 1.03 1.04 No systems No systems
V5 0.96 1.05 1.28 2.4 3.1 3.3 5.2 6.7 7.4
V6 0.96 1.05 1.43 2.6 3.2 3.4 3.5 6.7 8.7
V7 0.96 1.05 1.45 2.2 3.1 3.5 5.1 6.5 8.0
V8 0.96 1.05 1.08 3.2 3.2 3.2 5.6 5.9 6.1
V9 0.96 1.05 1.21 2.2 3.1 3.3 5.0 6.2 7.4
V10 1.04 1.13 1.34 2.0 3.0 4.2 2.7 4.6 6.6
V11 0.96 1.05 1.09 2.9 3.3 4.0 4.9 9.1 13.8
V12 0.96 1.04 1.17 2.4 2.9 3.4 5.0 6.3 7.4
V13 0.95 1.00 1.59 2.1 2.6 3.3 4.9 6.3 8.4
V14 0.96 1.05 1.34 2.2 2.8 3.3 5.7 6.0 6.9
V15 0.95 1.05 1.13 3.1 3.2 3.2 5.5 6.5 8.2
Range 0.95–1.59 2.0–4.2 2.7–13.8

Notes. a Same as Table 6 but for submodel B. This table corresponds to Figure 11.

submodel A, small orbital separation in V2 sometimes leads to
a merger in the second CE event.

The most notable change in the merger rates of BH–NS sys-
tems is the drop for Z = 0.1 Z⊙: 3.4–0.5 Myr−1 (Standard–this
variation) for submodel A and 2.3–0.4 Myr−1 for submodel B.
This comes from the fact that, for low-metallicity environments,
the progenitors of BH–NS systems quite often engage in a CE
at the beginning of their evolution (see BHNS01 in Table 5). In
this early CE event, the donor is the more massive component
and a progenitor of the BH. The λ value used in this variation
(0.1) is higher than in the Standard model for a BH progenitor
(see Figures 3 and 4). This means that the envelope is easier to
eject and after the first CE the binaries will not lose as much

Table 8
Chirp-mass Characteristics for 0.1 Z⊙, Submodel Aa

NS–NS BH–NS BH–BH

Min Avg Max Min Avg Max Min Avg Max

S 0.96 1.09 1.67 2.1 3.2 6.1 4.8 13.2 31.8
V1 1.08 1.11 1.56 2.9 3.6 4.4 5.9 20.0 32.3
V2 0.96 1.09 1.66 2.3 3.5 6.5 4.8 17.2 31.6
V3 0.96 1.09 1.68 2.0 2.9 6.1 4.8 12.5 29.7
V4 0.95 1.10 1.64 2.1 2.9 5.9 4.8 7.6 28.1
V5 0.96 1.09 1.66 2.0 3.1 4.6 4.8 13.3 31.8
V6 0.97 1.09 1.65 1.7 3.1 5.2 4.8 13.1 31.8
V7 0.96 1.08 1.70 2.0 3.1 6.4 4.9 12.4 32.0
V8 0.96 1.09 1.64 2.0 3.0 6.4 4.8 9.0 31.9
V9 0.97 1.08 1.66 2.0 3.0 6.1 4.9 12.1 31.9
V10 1.10 1.20 2.16 1.8 3.4 6.3 2.4 14.4 32.0
V11 0.97 1.08 1.61 2.0 3.3 4.7 4.8 14.3 41.4
V12 0.96 1.06 1.64 2.1 3.1 6.4 4.9 14.4 34.9
V13 0.96 1.10 1.68 2.1 3.1 5.0 4.8 9.7 27.7
V14 0.96 1.10 1.70 2.0 2.9 5.4 4.8 14.6 31.8
V15 0.96 1.09 1.64 2.4 3.7 4.6 4.9 15.0 34.5
Range 0.95–2.16 1.7–6.4 2.4–41.4

Notes. a Same as Table 6 but for 0.1 Z⊙. This table corresponds to Figure 12.

Table 9
Chirp-mass Characteristics for 0.1 Z⊙, Submodel Ba

NS–NS BH–NS BH–BH

Min Avg Max Min Avg Max Min Avg Max

S 0.96 1.09 1.67 2.2 3.1 4.6 4.8 9.7 18.3
V1 1.08 1.11 1.56 2.9 3.6 4.4 5.9 16.1 32.3
V2 0.96 1.07 1.66 2.3 3.3 4.6 4.8 9.3 18.8
V3 0.99 1.12 1.68 2.0 2.9 4.5 4.8 6.8 14.9
V4 0.98 1.20 1.60 2.1 2.7 3.6 5.0 6.7 11.5
V5 0.96 1.08 1.66 2.2 3.2 4.6 4.8 9.8 17.7
V6 0.98 1.09 1.65 1.7 3.2 4.6 4.8 9.7 18.3
V7 0.96 1.08 1.60 2.1 3.1 4.6 4.9 9.7 17.7
V8 0.96 1.09 1.64 2.2 3.0 4.4 4.8 7.2 16.3
V9 0.98 1.08 1.55 2.1 3.0 4.5 4.9 9.3 18.1
V10 1.10 1.20 2.13 2.0 3.4 5.0 2.4 10.2 17.5
V11 0.97 1.08 1.61 2.3 3.4 4.7 4.8 10.6 19.1
V12 0.96 1.18 1.65 2.1 3.2 4.6 4.9 10.1 17.5
V13 0.96 1.10 1.66 2.1 3.1 5.0 4.8 9.4 21.2
V14 1.00 1.26 1.68 2.1 2.8 4.8 4.9 6.7 11.8
V15 0.96 1.06 1.64 2.5 3.7 4.6 4.9 11.8 34.5
Range 0.96–2.13 1.7–5.0 2.4–34.5

Notes. a Same as Table 8 but for submodel A. This table corresponds to
Figure 13.

orbital energy remaining above the 10 Gyr merger time. Ad-
ditionally a wider separation after the first CE increases the
chances of disruption by the supernovae. A combination of both
effects accounts for the drop in BH–NS merger rates for both
submodels for Z = 0.1 Z⊙. This does not manifest itself for
the Z = Z⊙ model. High wind mass-loss rates present at solar
metallicity often reduce the initial mass ratio of the progenitors
(!1/2–1/3) and the first interaction, instead of being a CE, is a
non-conservative mass transfer (see BHNS01 in Table 4). Since
λ plays a role in CE events, the BH–NS rates are comparable in
V2 and the Standard model. The factor of ∼2 difference arises
from the later CE events initiated by the NS progenitor.

For solar metallicity the BH–BH merger rates increase by a
factor of ∼2 (from 8.2 Myr−1 to 15.3 Myr−1) for submodel A,
and decrease by factor of ∼5 (from 1.9 Myr−1 to 0.4 Myr−1)
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Figure 19. Galactic merger rates from all of our models, with submodel A in the top panel and submodel B in the bottom, for Z = Z⊙. The blue solid line represents
the lower limit for predicted merger rates of NS–NS systems observed in our Galaxy (at 3 Myr−1) as shown in Kim et al. (2010). Models yielding merger rates of
NS–NS systems lower than this value are disfavored; these are: V1, submodel A; V1, submodel B; V2, submodel B; V4, submodel B; and V12, submodel B. Reminder:
the models described are: V1–V4, changing λ from 0.01 to 10; V5–V6, changing MNS,max from 3.0 M⊙ to 2.5 M⊙; V7, reducing natal kicks for all DCOs; V8–V9,
full and no natal kicks for BHs, respectively; V10, investigating the Delayed SN engine; V11, reducing wind mass-loss rates by half; V12–V13, investigating fully
conservative and non-conservative mass transfer episodes, respectively; V15–V16, boosting and reducing the physical Nanjing λ value by a factor of five, respectively.
(A color version of this figure is available in the online journal.)

sub-solar metallicities (see Tables 2 and 3). The large range
of merger rates obtained in this and previous studies using
calculations with a fixed value of λ is an artifact of the un-
physical treatment of the CE phase. When a more physi-
cally motivated treatment is applied, in which the value of λ
is chosen to correspond to the given star and its evolution-
ary stage, it is found that the merger rates are on the high
side of the ranges computed with variations that assume non-
physical, fixed values of λ. However, despite having a phys-
ical description of this parameter, the details of the com-
mon envelope event are still elusive. First, it is not known
how and with what efficiency the orbital energy is transferred
into the envelope. Second, we lack the full description of the
core–envelope boundary. We have attempted to manipulate the
value of λ to estimate a potential effect of these unknowns on
the DCO merger rates. The most significant manifestation of
this exercise is a factor of ∼10–100 reduction in Galactic merger
rates for systems containing a BH (see Tables 2 and 3).

In particular, for the Standard model, for either choice of
metallicity of submodel (A or B), the BH–BH Galactic merger
rate is at least 1.9 per Myr. This is a factor of ∼5 higher than
the “realistic” estimate used in Abadie et al. (2010), which
translates into a detection rate of 20 BH–BH mergers per
year with Advanced LIGO and Virgo detectors in that paper.
Therefore, if the Standard model is correct, we may expect that
advanced gravitational-wave detectors will be able to capture
above a hundred BH–BH coalescences per year. This is a
clearly positive prediction from the perspective of the ongoing
searches for gravitational-wave signals. However, we are unable
to provide an error estimate on this improvement, since there

are no alternative physical estimates for λ readily available to
us. Therefore, one should treat this estimate with some caution.

We can test (similarly to O’Shaughnessy et al. 2005c) the va-
lidity of certain models using the observed limits on the Galac-
tic NS–NS merger rate (Kim et al. 2010). Their upper limit
(190 Myr−1) is not violated by any of our models. However,
the lower limit (3 Myr−1) is not met by several of our mod-
els, and they would therefore be ruled out. Models (for Z⊙)
that do not meet this condition are Variation 1, submodel A
(NS–NS Galactic merger rate 0.4 Myr−1), Variation 1, sub-
model B (0.4 Myr−1), Variation 2, submodel B (1.1 Myr−1),
Variation 4, submodel B (0.3 Myr−1), and Variation 12, sub-
model B (0.e Myr−1); this is illustrated in Figure 19. The last
variation utilizes the fully conservative mass transfer scenario.
This points to a conclusion that an RLOF event, in which no
mass is lost from the system, seems unlikely. All other varia-
tions employ a fixed value of λ, and the observations of Galactic
NS–NS systems lends further support to our claim that such a
treatment is unphysical. Additionally we can use the estimates
on the predicted chirp mass of IC10 X–1 (0.3 Z⊙ environment)
to further validate our results. We test our chirp-mass distribution
for 0.1 Z⊙ against the predicted minimal predicted chirp mass
for IC10 X–1 equal to 15 M⊙ (Bulik et al. 2011). From Figure 13
and Table 9, one can see that models V3, submodel B (maxi-
mum chirp mass 14.9 M⊙), V4, submodel B (maximum chirp
mass 11.5 M⊙), and V14, submodel B (maximum chirp mass
11.8 M⊙) do not reach this limit. All of these models use high λ
values (the former two a constant value). This is further evidence
to support the claim that treatment of λ as a constant value is
unphysical.
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Figure 20. Same as Figure 19 but for Z = 0.1 Z⊙.
(A color version of this figure is available in the online journal.)

Another influential factor in DCO formation is the treatment
of SN explosions. Specifically, the magnitude of the natal kick
plays a significant role, as high kicks (assumed in our standard
model) tend to disrupt DCO progenitors, reducing the merger
rates. The rates for reduced (by half) kicks are given in model
V7. The corresponding increase in the rates is rather modest
due to the fact that for NS–NS systems some NSs explode as
ECSNe and do not receive kicks at all. BH kicks are already
reduced by the amount of fallback and further kick decrease
(coming from reducing σ in V7) does not significantly increase
the rates. However, the effect of kicks becomes significant
for BH–BH systems once the assumption on the reduction of
kicks by fallback is relaxed. We have allowed for a very wide
range of possible BH kicks in models V8 (high kicks) and
V9 (no kicks). It is found that the Galactic merger rates of
BH–BH systems change by ∼2–3 orders of magnitude (see
Tables 2 and 3). Therefore, the mostly unknown magnitude of
BH natal kicks limits our predictive power for the BH–BH rate
estimates.

Despite the fact that we lack strong observational or theoret-
ical constraints on BH natal kicks, in our Standard model we
have adopted the most likely model of natal kicks (ones that
decrease with increasing BH mass). This model is supported by
existing observations (most massive BHs seem to form without
a kick) and can be intuitively understood in the framework of
natal kicks arising from asymmetric supernova mass ejection.
The Standard model BH–BH merger rates are close to the upper
limits set by the full allowed range of possibilities (V8–V9),
and again it appears that our more realistic treatment of DCO
formation favors higher rates, and sets an optimistic tone for
near-future gravitational-wave inspiral detection.

We find that the fully conservative mass transfer scenario
(Variation 12) for the pessimistic submodel B for Z⊙ generates
Galactic NS–NS merger rates below the empirically predicted

3 Myr−1 for the Milky Way (Kim et al. 2010). This indicates
that the assumption of fully conservative mass transfer is most
likely unphysical.

This is the first in a series of three papers. Results presented
here, and their extensions in the Synthetic Universe on-
line database (www.syntheticuniverse.org), will be used in the
second study, where we will investigate the NS–NS/BH–NS/
BH–BH merger rates as a function of cosmological redshift,
star formation rate, and metallicity. The third paper will focus
on gravitational-wave detection rates for upcoming observato-
ries (Advanced LIGO/Virgo and Einstein Telescope).
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Table 1
Summary of Modelsa

Model Description

Standard λ =Nanjing/physical, BH kicks: decreased, SN: Rapid
HG CE donors not allowed

Optimistic CE HG CE donors allowed

Delayed SN Delayed supernova engine

High BH Kicks Full kicks of BHs

Note. a All parameters for a given model, except the ones given, remain as in
the Standard model. See Section 3.2 for details.

Strolger et al. (2004):

SFR = 109a
(
tbe−t/c + ded(t−t0)/c) M⊙ yr−1 Gpc−3, (1)

where t is the age of the universe (Gyr) as measured in the
rest frame, t0 is the present age of the universe (13.47 Gyr;
see Section 4), and the parameters have values a = 0.182,
b = 1.26, c = 1.865, and d = 0.071. The SFR described above
is expressed in comoving units of length and time.

2.2. Galaxy Mass Distribution

For redshifts z < 4, we describe the distribution of galaxy
masses using a Schechter-type probability density function,
calibrated to observations (Fontana et al. 2006):

Φ(Mgal,z) = Φ∗(z) ln(10)a1+α(z)e−a, (2)

where Φ∗(z) = 0.0035(1 + z)−2.2, a = Mgal · 10−Mz (Mz =
11.16 + 0.17z − 0.07z2), and α(z) = −1.18 − 0.082z. A galaxy
mass is drawn from this distribution in solar units (M⊙) and
in the range 7 < log(Mgal) < 12. Beyond redshift z = 4, we
assume no further evolution in galaxy mass, fixing the mass
distribution to the value at z = 4. This assumption reflects the
lack of information on galaxy mass distribution at high redshift.

2.3. Galaxy Metallicity

We assume the average oxygen-to-hydrogen number ratio
(FOH = log(1012O/H)) in a typical galaxy to be given by

log(FOH) = s + 1.847 log(Mgal) − 0.08026(log(Mgal))2. (3)

As suggested by Erb et al. (2006) and Young & Fryer (2007),
the functional form of this mass–metallicity relation is redshift
independent, with only the normalization factor s varying
with redshift. We describe the redshift dependence of galaxy
metallicity using the average metallicity relation from Pei et al.
(1999):

Z ∝

⎧
⎨

⎩

10−a2z z < 3.2
10−b1−b2z 3.2 ! z < 5
10−c1−c2z z " 3.2

, (4)

which implies the evolution of s with redshift:

s ∝
{−a2z − 1.492 z < 3.2

−b2z − 3.2(a2 − b2) − 1.492 3.2 ! z < 5
−c2z − 5(b2 − c2) − 3.2(a2 − b2) − 1.492 z " 3.2

.

(5)
We assume that the oxygen abundance (used in FOH) correlates
linearly with the average abundance of elements heavier than
helium (encapsulated in the metallicity measure, Z).

In this paper, we employ two distinct scenarios for metallicity
evolution with redshift in order to investigate the uncertainties
of the chemical evolution of the universe. The construction of
these scenarios consists of several steps. (1) We utilize two
normalizations of Equation (3). In the first, provided by Pei
et al. (1999), the coefficients are a2 = 0.5, b1 = 0.8, b2 = 0.25,
c1 = 0.2, and c2 = 0.4. This grants a rate of average metallicity
evolution, which we label slow. The second, provided by Young
& Fryer (2007), uses a2 = 0.12, b1 = −0.704, b2 = 0.34,
c1 = 0.0, and c2 = 0.1992. It is based on ultraviolet Galaxy
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Table 1
Summary of Modelsa

Model Description

Standard λ =Nanjing/physical, BH kicks: decreased, SN: Rapid
HG CE donors not allowed

Optimistic CE HG CE donors allowed

Delayed SN Delayed supernova engine

High BH Kicks Full kicks of BHs

Note. a All parameters for a given model, except the ones given, remain as in
the Standard model. See Section 3.2 for details.

Strolger et al. (2004):

SFR = 109a
(
tbe−t/c + ded(t−t0)/c) M⊙ yr−1 Gpc−3, (1)

where t is the age of the universe (Gyr) as measured in the
rest frame, t0 is the present age of the universe (13.47 Gyr;
see Section 4), and the parameters have values a = 0.182,
b = 1.26, c = 1.865, and d = 0.071. The SFR described above
is expressed in comoving units of length and time.

2.2. Galaxy Mass Distribution

For redshifts z < 4, we describe the distribution of galaxy
masses using a Schechter-type probability density function,
calibrated to observations (Fontana et al. 2006):

Φ(Mgal,z) = Φ∗(z) ln(10)a1+α(z)e−a, (2)

where Φ∗(z) = 0.0035(1 + z)−2.2, a = Mgal · 10−Mz (Mz =
11.16 + 0.17z − 0.07z2), and α(z) = −1.18 − 0.082z. A galaxy
mass is drawn from this distribution in solar units (M⊙) and
in the range 7 < log(Mgal) < 12. Beyond redshift z = 4, we
assume no further evolution in galaxy mass, fixing the mass
distribution to the value at z = 4. This assumption reflects the
lack of information on galaxy mass distribution at high redshift.

2.3. Galaxy Metallicity

We assume the average oxygen-to-hydrogen number ratio
(FOH = log(1012O/H)) in a typical galaxy to be given by

log(FOH) = s + 1.847 log(Mgal) − 0.08026(log(Mgal))2. (3)

As suggested by Erb et al. (2006) and Young & Fryer (2007),
the functional form of this mass–metallicity relation is redshift
independent, with only the normalization factor s varying
with redshift. We describe the redshift dependence of galaxy
metallicity using the average metallicity relation from Pei et al.
(1999):

Z ∝

⎧
⎨

⎩

10−a2z z < 3.2
10−b1−b2z 3.2 ! z < 5
10−c1−c2z z " 3.2

, (4)

which implies the evolution of s with redshift:

s ∝
{−a2z − 1.492 z < 3.2

−b2z − 3.2(a2 − b2) − 1.492 3.2 ! z < 5
−c2z − 5(b2 − c2) − 3.2(a2 − b2) − 1.492 z " 3.2

.

(5)
We assume that the oxygen abundance (used in FOH) correlates
linearly with the average abundance of elements heavier than
helium (encapsulated in the metallicity measure, Z).

In this paper, we employ two distinct scenarios for metallicity
evolution with redshift in order to investigate the uncertainties
of the chemical evolution of the universe. The construction of
these scenarios consists of several steps. (1) We utilize two
normalizations of Equation (3). In the first, provided by Pei
et al. (1999), the coefficients are a2 = 0.5, b1 = 0.8, b2 = 0.25,
c1 = 0.2, and c2 = 0.4. This grants a rate of average metallicity
evolution, which we label slow. The second, provided by Young
& Fryer (2007), uses a2 = 0.12, b1 = −0.704, b2 = 0.34,
c1 = 0.0, and c2 = 0.1992. It is based on ultraviolet Galaxy
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Table 1
Summary of Modelsa

Model Description

Standard λ =Nanjing/physical, BH kicks: decreased, SN: Rapid
HG CE donors not allowed

Optimistic CE HG CE donors allowed

Delayed SN Delayed supernova engine

High BH Kicks Full kicks of BHs

Note. a All parameters for a given model, except the ones given, remain as in
the Standard model. See Section 3.2 for details.

Strolger et al. (2004):

SFR = 109a
(
tbe−t/c + ded(t−t0)/c) M⊙ yr−1 Gpc−3, (1)

where t is the age of the universe (Gyr) as measured in the
rest frame, t0 is the present age of the universe (13.47 Gyr;
see Section 4), and the parameters have values a = 0.182,
b = 1.26, c = 1.865, and d = 0.071. The SFR described above
is expressed in comoving units of length and time.

2.2. Galaxy Mass Distribution

For redshifts z < 4, we describe the distribution of galaxy
masses using a Schechter-type probability density function,
calibrated to observations (Fontana et al. 2006):

Φ(Mgal,z) = Φ∗(z) ln(10)a1+α(z)e−a, (2)

where Φ∗(z) = 0.0035(1 + z)−2.2, a = Mgal · 10−Mz (Mz =
11.16 + 0.17z − 0.07z2), and α(z) = −1.18 − 0.082z. A galaxy
mass is drawn from this distribution in solar units (M⊙) and
in the range 7 < log(Mgal) < 12. Beyond redshift z = 4, we
assume no further evolution in galaxy mass, fixing the mass
distribution to the value at z = 4. This assumption reflects the
lack of information on galaxy mass distribution at high redshift.

2.3. Galaxy Metallicity

We assume the average oxygen-to-hydrogen number ratio
(FOH = log(1012O/H)) in a typical galaxy to be given by

log(FOH) = s + 1.847 log(Mgal) − 0.08026(log(Mgal))2. (3)

As suggested by Erb et al. (2006) and Young & Fryer (2007),
the functional form of this mass–metallicity relation is redshift
independent, with only the normalization factor s varying
with redshift. We describe the redshift dependence of galaxy
metallicity using the average metallicity relation from Pei et al.
(1999):

Z ∝

⎧
⎨

⎩

10−a2z z < 3.2
10−b1−b2z 3.2 ! z < 5
10−c1−c2z z " 3.2

, (4)

which implies the evolution of s with redshift:

s ∝
{−a2z − 1.492 z < 3.2

−b2z − 3.2(a2 − b2) − 1.492 3.2 ! z < 5
−c2z − 5(b2 − c2) − 3.2(a2 − b2) − 1.492 z " 3.2

.

(5)
We assume that the oxygen abundance (used in FOH) correlates
linearly with the average abundance of elements heavier than
helium (encapsulated in the metallicity measure, Z).

In this paper, we employ two distinct scenarios for metallicity
evolution with redshift in order to investigate the uncertainties
of the chemical evolution of the universe. The construction of
these scenarios consists of several steps. (1) We utilize two
normalizations of Equation (3). In the first, provided by Pei
et al. (1999), the coefficients are a2 = 0.5, b1 = 0.8, b2 = 0.25,
c1 = 0.2, and c2 = 0.4. This grants a rate of average metallicity
evolution, which we label slow. The second, provided by Young
& Fryer (2007), uses a2 = 0.12, b1 = −0.704, b2 = 0.34,
c1 = 0.0, and c2 = 0.1992. It is based on ultraviolet Galaxy
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Table 1
Summary of Modelsa

Model Description

Standard λ =Nanjing/physical, BH kicks: decreased, SN: Rapid
HG CE donors not allowed

Optimistic CE HG CE donors allowed

Delayed SN Delayed supernova engine

High BH Kicks Full kicks of BHs

Note. a All parameters for a given model, except the ones given, remain as in
the Standard model. See Section 3.2 for details.

Strolger et al. (2004):

SFR = 109a
(
tbe−t/c + ded(t−t0)/c) M⊙ yr−1 Gpc−3, (1)

where t is the age of the universe (Gyr) as measured in the
rest frame, t0 is the present age of the universe (13.47 Gyr;
see Section 4), and the parameters have values a = 0.182,
b = 1.26, c = 1.865, and d = 0.071. The SFR described above
is expressed in comoving units of length and time.

2.2. Galaxy Mass Distribution

For redshifts z < 4, we describe the distribution of galaxy
masses using a Schechter-type probability density function,
calibrated to observations (Fontana et al. 2006):

Φ(Mgal,z) = Φ∗(z) ln(10)a1+α(z)e−a, (2)

where Φ∗(z) = 0.0035(1 + z)−2.2, a = Mgal · 10−Mz (Mz =
11.16 + 0.17z − 0.07z2), and α(z) = −1.18 − 0.082z. A galaxy
mass is drawn from this distribution in solar units (M⊙) and
in the range 7 < log(Mgal) < 12. Beyond redshift z = 4, we
assume no further evolution in galaxy mass, fixing the mass
distribution to the value at z = 4. This assumption reflects the
lack of information on galaxy mass distribution at high redshift.

2.3. Galaxy Metallicity

We assume the average oxygen-to-hydrogen number ratio
(FOH = log(1012O/H)) in a typical galaxy to be given by

log(FOH) = s + 1.847 log(Mgal) − 0.08026(log(Mgal))2. (3)

As suggested by Erb et al. (2006) and Young & Fryer (2007),
the functional form of this mass–metallicity relation is redshift
independent, with only the normalization factor s varying
with redshift. We describe the redshift dependence of galaxy
metallicity using the average metallicity relation from Pei et al.
(1999):

Z ∝

⎧
⎨

⎩

10−a2z z < 3.2
10−b1−b2z 3.2 ! z < 5
10−c1−c2z z " 3.2

, (4)

which implies the evolution of s with redshift:

s ∝
{−a2z − 1.492 z < 3.2

−b2z − 3.2(a2 − b2) − 1.492 3.2 ! z < 5
−c2z − 5(b2 − c2) − 3.2(a2 − b2) − 1.492 z " 3.2

.

(5)
We assume that the oxygen abundance (used in FOH) correlates
linearly with the average abundance of elements heavier than
helium (encapsulated in the metallicity measure, Z).

In this paper, we employ two distinct scenarios for metallicity
evolution with redshift in order to investigate the uncertainties
of the chemical evolution of the universe. The construction of
these scenarios consists of several steps. (1) We utilize two
normalizations of Equation (3). In the first, provided by Pei
et al. (1999), the coefficients are a2 = 0.5, b1 = 0.8, b2 = 0.25,
c1 = 0.2, and c2 = 0.4. This grants a rate of average metallicity
evolution, which we label slow. The second, provided by Young
& Fryer (2007), uses a2 = 0.12, b1 = −0.704, b2 = 0.34,
c1 = 0.0, and c2 = 0.1992. It is based on ultraviolet Galaxy
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Table 1
Summary of Modelsa

Model Description

Standard λ =Nanjing/physical, BH kicks: decreased, SN: Rapid
HG CE donors not allowed

Optimistic CE HG CE donors allowed

Delayed SN Delayed supernova engine

High BH Kicks Full kicks of BHs

Note. a All parameters for a given model, except the ones given, remain as in
the Standard model. See Section 3.2 for details.

Strolger et al. (2004):

SFR = 109a
(
tbe−t/c + ded(t−t0)/c) M⊙ yr−1 Gpc−3, (1)

where t is the age of the universe (Gyr) as measured in the
rest frame, t0 is the present age of the universe (13.47 Gyr;
see Section 4), and the parameters have values a = 0.182,
b = 1.26, c = 1.865, and d = 0.071. The SFR described above
is expressed in comoving units of length and time.

2.2. Galaxy Mass Distribution

For redshifts z < 4, we describe the distribution of galaxy
masses using a Schechter-type probability density function,
calibrated to observations (Fontana et al. 2006):

Φ(Mgal,z) = Φ∗(z) ln(10)a1+α(z)e−a, (2)

where Φ∗(z) = 0.0035(1 + z)−2.2, a = Mgal · 10−Mz (Mz =
11.16 + 0.17z − 0.07z2), and α(z) = −1.18 − 0.082z. A galaxy
mass is drawn from this distribution in solar units (M⊙) and
in the range 7 < log(Mgal) < 12. Beyond redshift z = 4, we
assume no further evolution in galaxy mass, fixing the mass
distribution to the value at z = 4. This assumption reflects the
lack of information on galaxy mass distribution at high redshift.

2.3. Galaxy Metallicity

We assume the average oxygen-to-hydrogen number ratio
(FOH = log(1012O/H)) in a typical galaxy to be given by

log(FOH) = s + 1.847 log(Mgal) − 0.08026(log(Mgal))2. (3)

As suggested by Erb et al. (2006) and Young & Fryer (2007),
the functional form of this mass–metallicity relation is redshift
independent, with only the normalization factor s varying
with redshift. We describe the redshift dependence of galaxy
metallicity using the average metallicity relation from Pei et al.
(1999):

Z ∝

⎧
⎨

⎩

10−a2z z < 3.2
10−b1−b2z 3.2 ! z < 5
10−c1−c2z z " 3.2

, (4)

which implies the evolution of s with redshift:

s ∝
{−a2z − 1.492 z < 3.2

−b2z − 3.2(a2 − b2) − 1.492 3.2 ! z < 5
−c2z − 5(b2 − c2) − 3.2(a2 − b2) − 1.492 z " 3.2

.

(5)
We assume that the oxygen abundance (used in FOH) correlates
linearly with the average abundance of elements heavier than
helium (encapsulated in the metallicity measure, Z).

In this paper, we employ two distinct scenarios for metallicity
evolution with redshift in order to investigate the uncertainties
of the chemical evolution of the universe. The construction of
these scenarios consists of several steps. (1) We utilize two
normalizations of Equation (3). In the first, provided by Pei
et al. (1999), the coefficients are a2 = 0.5, b1 = 0.8, b2 = 0.25,
c1 = 0.2, and c2 = 0.4. This grants a rate of average metallicity
evolution, which we label slow. The second, provided by Young
& Fryer (2007), uses a2 = 0.12, b1 = −0.704, b2 = 0.34,
c1 = 0.0, and c2 = 0.1992. It is based on ultraviolet Galaxy
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Figure 3. DCO merger rate densities in the rest frame (intrinsic), for high-end metallicity. Each panel shows a different model, as listed (for details, see Section 3.2).
The dash–dotted, dashed, and solid lines represent NS–NS, BH–NS, and BH–BH systems, respectively. The dotted line in the second panel from the top represents
the SFR (see Equation (1)) multiplied by a factor of 100 for clarity; it is in units of M⊙/100 Mpc−3 yr−1. This figure demonstrates: (1) a clear domination of NS–NS
systems for the Standard model for z ! 1.6, as these systems merge copiously in the relatively metal-rich, local universe, (2) significantly increased merger rates for
the Optimistic CE model, where CE events on the HG are allowed, and (3) a drastic drop in rates for the High BH Kicks model.
(A color version of this figure is available in the online journal.)

for the average metallicity evolution of the stellar populations
with redshift.

3.1. The StarTrack Code

To calculate the evolution of the stellar populations, we
utilize the recently updated (Belczynski et al. 2010a, 2012;
Dominik et al. 2012) Startrack population synthesis code
(Belczynski et al. 2002, 2008). This code can evolve isolated
binary stars that are interacting in quasi-hydrostatic equilibrium
from the zero-age main sequence (ZAMS), through mass trans-
fer, to the formation of compact objects and to the ultimate
merger of the binary components. The code makes use of an ex-
tensive set of formulae and prescriptions that adequately approx-
imate more detailed binary evolution calculations (see Hurley
et al. 2000).
StarTrack allows one to investigate stable and unstable mass

transfers between the binary components. Stable transfer calcu-
lations have been calibrated on massive binaries that are relevant
to DCO formation (e.g., Tauris & Savonije 1999; Wellstein et al.
2001). It is yet unknown exactly how conservative the stable
mass transfer is. Dewi & Pols (2003) suggest that in massive
binaries the fraction of the envelope of the donor accreted by its
companion ranges between 40% and 70%. In our calculations,
we fix this value to be 50% or, in mathematical terms:

˙Macc = fa ˙Mdon, (7)

where ˙Macc is the accretion rate, ˙Mdon is the mass transfer rate
from the donor, and fa is the fraction of the rate transferred

(here equal to 0.5). The remaining mass is expelled to infinity.
The dynamically unstable mass transfers (CE) is calculated
according to the energy balance formula (Webbink 1984), with
the envelope binding energy parameter λ adopted from Xu &
Li (2010).

Tidal interactions and their influence on eccentricity, the semi-
major axis, and rotation is also evaluated. The calculations
are done with the standard equilibrium-tide, weak-friction
approximation (Zahn 1977, 1989), using the formalism of Hut
(1981). However, the code does not allow one to investigate the
influence that rotation of the components has on the internal
structure of the components.

Stellar winds are taken into account as a function of the
metallicity and evolutionary stage of the star. This piece of
physics is especially important as it has a significant impact
on the masses of remnant objects, which are the centerpiece
of this study. In short, the wind mass loss rates are divided
into categories specific to the evolutionary stage of the star:
O/B–type, red giant, asymptotic red giant, Wolf–Rayet stars,
and luminous blue variable (LBV) stars. The magnitude of the
rates increases with metallicity of the star except for the LBV
phase. In this stage, the winds are set to be of the order of
10−4 M⊙ yr−1. This value was calibrated to account for the
highest mass BHs in the Milky Way ∼15 M⊙ (Cyg X-1 and
GRS 1915). A detailed description of wind mass loss rates can
be found in Belczynski et al. (2010a).

Besides stellar winds, the code also calculates changes of
the angular momentum arising from gravitational radiation and
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1999; Grishchuk et al. 2001; Nelemans et al. 2001;
Voss & Tauris 2003a; Dewi & Pols 2003; Nutzman et al.
2004; Pfahl et al. 2005; De Donder & Vanbeveren
2004a; Postnov & Yungelson 2006; Marassi et al. 2011;
Mennekens & Vanbeveren 2014). However, none have
combined cosmological DCO populations with accu-
rate GW models to obtain thorough, detector-specific
results. Our astrophysical models for DCO formation
are reviewed in Section 2. Gravitational waveform
models and signal-to-noise ratio estimates are discussed
in Section 3. Our procedure to compute event rates is
presented in Section 4. Event rates and bulk properties
of the detected populations are presented in Section
5. In Section 6 we present and discuss the study by
Mennekens & Vanbeveren (2014), the primary result
of which is the lack of detectable BH-BH systems. In
Section 7 we discuss the possible astrophysical payoff
of the first GW detections and important directions for
future work.

2. ASTROPHYSICAL MODELS

2.1. Binary evolution

We begin with a summary of the four StarTrack evo-
lutionary models that form the backbone of this work; a
more detailed discussion can be found in Dominik et al.
(2012, 2013).

1) Standard model. This is our reference model,
representing the state of the art in the formation
and evolution of binary systems. We consider only
field populations here. Rate estimates performed
for dense populations in which dynamical interac-
tions between stars are important (i.e., globular clus-
ters and galactic nuclear clusters) have been presented
elsewhere (Gültekin et al. 2004; O’Leary et al. 2006;
Grindlay et al. 2006; Sadowski et al. 2008; Ivanova et al.
2008; Downing et al. 2010; Miller & Lauburg 2009). Our
Standard model uses the “Nanjing” (Xu & Li 2010) λ
coefficient in the CE energy balance prescription of
Webbink (1984), where the precise value of λ depends on
the evolutionary stage of the donor, its Zero Age Main
Sequence (ZAMS) mass, the mass of its envelope, and
its radius. In turn, these quantities depend on metal-
licity, which in our simulations varies within the broad
range 10−4 ≤ Z ≤ 0.03 (recall that solar metallicity cor-
responds to Z⊙ = 0.02). The values of λ for high-mass
stars (MZAMS > 20 M⊙) were obtained through private
communication with the authors and are not present in
Xu & Li (2010).
The impact of the CE outcome on binary populations

depends strongly on the evolutionary stage of the donor,
as first discussed in Belczynski et al. (2007). The Stan-
dard model does not allow for CE events with HG donors.
These stars are not expected to possess a clear core-
envelope structure (Ivanova & Taam 2004), thus making
it difficult for them to eject their outer layers during the
CE phase. In our Standard model all CE events with HG
donors lead to a prompt merger before a DCO binary is
formed, regardless of the aforementioned energy balance.
The model employs a Maxwellian distribution of natal

kicks for NSs with 1-D root mean square velocity σ =
265 km/s, consistent with NS observations (Hobbs et al.
2005). The same distribution is extended to BHs, where
we allow for the possibility that the kicks may be reduced

due to fallback of material during the SN that leads to
BH formation. The reduction in BH kicks is described
via

Vk = Vmax(1− ffb), (1)

where Vk is the final magnitude of the natal kick, Vmax is
the velocity drawn from a Maxwellian kick distribution,
and ffb is a “fallback factor” that depends on the amount
of fallback material, calculated according to the prescrip-
tion given in Fryer et al. (2012). Our Standard model
uses the “Rapid” convection-driven, neutrino-enhanced
SN engine (Fryer et al. 2012). The SN explosion is
sourced from the Rayleigh-Taylor instability and occurs
within the first 0.1 – 0.2 s after the bounce. When used in
the context of binary evolution models, this SN engine
successfully reproduces the mass gap (Belczynski et al.
2012b) observed in Galactic X-ray binaries (Bailyn et al.
1998; Özel et al. 2010), but see also Kreidberg et al.
(2012).
2) Optimistic Common Envelope. In this model we allow
HG stars to be CE donors. When the donor initiates the
CE phase, the CE outcome is determined via energy bal-
ance. The remaining physics is identical to the Standard
model.
3) Delayed SN. This model utilizes the “Delayed” SN en-
gine instead of the Rapid one. The former is also a con-
vection driven, neutrino enhanced engine, but is sourced
from the standing accretion shock instability (SASI), and
can produce an explosion as late as 1 s after bounce. The
Delayed engine produces a continuous mass spectrum of
compact objects, ranging from NSs through light BHs to
massive BHs (Belczynski et al. 2012b).
4) High BH kicks. In this model the BHs receive full
natal kicks, i.e. we set ffb = 0 in Eq. (1). Otherwise this
model is identical to the Standard model.

2.2. Metallicity evolution

In this paper we employ two distinct metallicity evo-
lution scenarios: “high-end” and “low-end”. These are
identical to those in our previous study (Paper 2), and
a detailed description can be found therein. Employing
such calibrations allows us to explore and bracket un-
certainties in the chemical evolution of the Universe. In
both cases the average metallicity decreases with increas-
ing redshift.
The high-end metallicity profile is calibrated to yield

a median value of metallicity equal to 1.5 Z⊙ (or 8.9 in
the “12+log(O/H)” formalism) at redshift z = 0. This
calibration was designed to match the upper 1σ scatter
of metallicities according to Yuan et al. (2013) (see their
Fig. 2, top-right panel).
The low-end metallicity profile is based on SDSS ob-

servations (Panter et al. 2008), from which we infer that
one half of the star forming mass of galaxies at z ∼ 0
has 20% solar metallicity, while the other half has 150%
solar metallicity.

3. WAVEFORM MODELS

3.1. Order-of-magnitude estimates

For any given GW detector the “horizon distance”,
Dh, is defined as the luminosity distance at which an
optimally oriented (face-on, overhead) canonical (1.4 +
1.4) M⊙ NS-NS binary would be detected at a fiducial

3

threshold signal-to-noise ratio (SNR), taken to be 8 in
this paper. The expectation value of the SNR, ρ, of a
signal with GW amplitude h(t) is given by

ρ2 = 4

∫ ∞

0

|h̃(f)|2

Sn(f)
df , (2)

where h̃(f) is the Fourier transform of the signal and
Sn(f) is the noise power spectral density of the detector
(see e.g. Cutler & Flanagan 1994; Poisson & Will 1995).
The square root of the noise power spectral density is
plotted in Fig. 1 for several advanced interferometers of
interest. For example, the aLIGO horizon distance is
Dh ≃ 450Mpc.
Although the sensitivity of a GW detector network de-

pends on the details of the search pipeline and the detec-
tor data quality, we follow Abadie et al. (2010) in con-
sidering a single detector with an SNR threshold ρ ≥ 8
as a proxy for detectability by the network. With this
criterion, a simple and common expression to transform
the local merger rate to a predicted detection rate RD,
given the horizon distance Dh and the merger rate den-
sity, R(z), evaluated locally (at z = 0), is:

RD ≃
4π

3
D3

h⟨w
3⟩

〈

(Mc/1.2M⊙)
15/6

〉

R(0) (3)

In this expression ⟨w3⟩−1/3 ≃ 2.264 is a purely geomet-
rical and SNR-threshold-independent factor commonly
used to relate sky location- and orientation-averaged dis-
tances to optimal detection distances (see Appendix for
details) andMc = η3/5M (whereM = m1+m2 is the to-
tal mass of the binary and η ≡ m1m2/M2) is the “chirp
mass” (see, e.g., Cutler & Flanagan 1994). This esti-
mate assumes that (1) cosmological effects are negligible
(i.e., space is Euclidean to a good approximation), and
(2) most of the SNR is accumulated during an inspiral
phase which lasts through the entire sensitive band of
the detector, where the GW amplitude in the frequency
domain is well approximated by the quadrupole formula,
i.e., h̃(f) ∼ Mc

5/6f−7/6/D. Here D is the luminosity
distance to the source. The estimate of Eq. (3) follows
from this simple scaling together with the definition of
the SNR, Eq. (2).
Eq. (3) involves only the local merger rate R(0) and

⟨Mc
15/6⟩ is averaged over detected binaries. Both quan-

tities can easily be extracted from StarTrack simula-
tions; they are listed in Table 1, along with the values
of RD predicted by Eq. (3). We expect this rough esti-
mate to be accurate for NS-NS binaries, for which the
overwhelming majority of the SNR is accumulated dur-
ing the inspiral phase. More accurate calculations are
required for DCOs comprised of BHs, because they are
visible out to larger distances (making cosmological cor-
rections important) and because, as we discuss below, a
large fraction of the SNR for these binaries comes from
the merger/ringdown portion of the signal.

3.2. Including merger and ringdown

In order to refine our rate estimates for high-mass sys-
tems containing BHs, it is important to consider the
full waveform, including inspiral, merger, and ringdown
(IMR). The calculation of gravitational waveforms from
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Fig. 1.— Noise models: we use an analytical approxima-
tion to the aLIGO zero-detuning high power (ZDHP) noise power
spectral density given in Eq. (4.7) of Ajith (2011) (we veri-
fied that this approximation gives results in excellent agreement
with the “official” tabulated aLIGO ZDHP noise PSD given in
Shoemaker, D. for the LIGO Scientific Collaboration (2010). For
AdV we use the fit in Eq. (3.4) of Ajith & Bose (2009) to
Virgo Collaboration (2009), and for KAGRA we use the PSD fit
from the Appendix of Pannarale et al. (2013) to Somiya (2012).

merging BH-BH and BH-NS binaries requires expen-
sive numerical relativity simulations, but several semi-
analytical models have been tuned to reproduce the am-
plitude and phasing of BH-BH and BH-NS merger sim-
ulations. To estimate systematic uncertainties and the
impact of spin, we performed rate calculations using
three models: (1) the IMRPhenomB model described in
Ajith et al. (2011), one of the earliest phenomenologi-
cal models tuned to both nonspinning and spinning BH-
BH simulations with aligned spins, henceforth abbrevi-
ated as PhB; (2) the IMRPhenomC (henceforth abbre-
viated PhC) model by Santamaŕıa et al. (2010), a more
accurate alternative to PhB also tuned to nonprecessing
simulations of BH-BH mergers; and (3) a nonspinning
effective-one-body (EOB) model (Pan et al. 2010). A
detailed comparison of the three models can be found in
Damour et al. (2011). Recent work by Pannarale et al.
(2013) shows that finite-size effects introduce negligible
errors (! 1%) in SNR calculations for BH-NS binaries,
therefore the above models are adequate for both BH-
BH and BH-NS binaries. In order to facilitate compar-
ison with previous work, we also evaluated rates using
the simplest possible approximation: a restricted post-
Newtonian (PN) waveform where the amplitude is trun-
cated at Newtonian order, i.e. h̃(f) ∼ Mc

5/6f−7/6/D,
terminated at a fiducial “innermost stable circular orbit”
frequency fISCO = (GMπ/c3)−16−3/2. At low mass, the
upper limit can be neglected and this approximation cor-
responds to ρ ∝ Mc

5/6, as stated above: see also Eq. (7)
in O’Shaughnessy et al. (2010a).
Figure 2 shows that these models all make similar pre-

dictions for the SNR of optimally oriented equal-mass bi-
naries as a function of their total mass for a single aLIGO
detector. Even small differences can be important: for
any given binary, a 30% difference in amplitude corre-
sponds to a factor (1.3)3 ≃ 2.2 in rate calculations. In
practice, however, all nonspinning IMR models agree in
SNR to within tens of percent over the total binary mass
range of interest (up to 127 M⊙, see Section 5.3). The ef-
fect of spin will be discussed in more detail in Section 5.2
below.

Noise spectrum�
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TABLE 1
Local merger rates and simply-scaled detection rate predictionsa :

Model
〈

Mc
15/6

〉

R(0) RD (aLIGO ρ ≥ 8) RD (3-det network ρ ≥ 10)

M
15/6
⊙ Gpc−3 yr−1 yr−1 yr−1

NS-NS
Standard 1.1 (1.1) 61 (52) 1.3 (1.1) 3.2 (2.7)
Optimistic CE 1.2 (1.2) 162 (137) 3.9 (3.3) 9.2 (7.7)
Delayed SN 1.4 (1.4) 67 (60) 1.9 (1.7) 4.5 (4.0)
High BH Kicks 1.1 (1.1) 57 (52) 1.2 (1.1) 3.0 (2.7)
BH-NS
Standard 18 (19) 2.8 (3.0) 1.0 (1.2) 2.4 (2.7)
Optimistic CE 17 (16) 17 (20) 5.7 (6.5) 13.8 (15.4)
Delayed SN 24 (20) 1.0 (2.4) 0.5 (0.9) 1.1 (2.3)
High BH Kicks 19 (13) 0.04 (0.3) 0.01 (0.08) 0.04 (0.2)
BH-BH
Standard 402 (595) 28 (36) 227 (427) 540 (1017)
Optimistic CE 311 (359) 109 (221) 676 (1585) 1610 (3773)
Delayed SN 829 (814) 14 (24) 232 (394) 552 (938)
High Kick 2159 (3413) 0.5 (0.5) 22 (34) 51 (81)
a Detection rates computed using the basic scaling of Eq. (3) for both the high-end and
low-end (the latter in parentheses) metallicity scenarios (see Section 2.2). These rates
should be compared with those from more careful calculations presented in Tables 2
and 3.

TABLE 2
Detection rates for second-generation detectors in the high-end metallicity scenario

AdV [ρ ≥ 8] KAGRA [ρ ≥ 8] aLIGO [ρ ≥ 8] 3-det network [ρ ≥ 10(12)]
fcut = 20 Hz fcut = 10 Hz fcut = 20 Hz fcut = 20 Hz

Model Insp PhC (EOB) Insp PhC (EOB) Insp PhC (EOB) PhC (spin) Insp PhC
yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1

NS-NS
Standard 0.3 0.3 0.8 0.7 1.2 1.1 - 2.5 (1.5) 2.4 (1.4)
Optimistic CE 0.9 0.9 2.1 1.9 3.3 3.1 - 6.9 (4.0) 6.5 (3.8)
Delayed SN 0.4 0.4 1.0 0.9 1.6 1.5 - 3.3 (1.9) 3.1 (1.8)
High BH Kicks 0.3 0.3 0.7 0.7 1.1 1.1 - 2.3 (1.4) 2.2 (1.3)
BH-NS
Standard 0.2 0.2 0.5 0.4 0.7 0.6 0.8 1.5 (0.9) 1.2 (0.7)
Optimistic CE 1.1 1.0 2.9 2.2 4.4 3.6 4.4 9.2 (5.4) 7.4 (4.3)
Delayed SN 0.09 0.07 0.2 0.2 0.4 0.3 0.5 0.8 (0.5) 0.6 (0.3)
High BH Kicks 0.01 0.007 0.02 0.02 0.04 0.03 0.1 0.09 (0.05) 0.07 (0.04)
BH-BH
Standard 35 41 (38) 70 93 (86) 117 148 (142) 348 236 (144) 306 (177)
Optimistic CE 126 144 (133) 281 366 (333) 491 618 (585) 1554 1042 (588) 1338 (713)
Delayed SN 27 34 (32) 50 81 (75) 90 129 (124) 320 182 (110) 270 (155)
High Kick 0.6 1.0 (0.9) 0.9 2.5 (2.3) 2.1 3.8 (3.8) 12 4.2 (2.7) 8.2 (4.7)

a Detection rates computed for the high-end metallicity evolution scenario using the inspiral (“Insp”) and PhC or EOB IMR
models for nonspinning binaries. For aLIGO we also list rough upper limits on the rates computed with the IMR PhC model by
assuming that BHs have near-maximal aligned spins (χ1 = χ2 = 0.998 for BH-BH systems; χ1 = 0.998 and χ2 = 0 for BH-NS
systems). The inspiral is calculated using the restricted PN approximation, which overestimates the amplitude (and therefore
the detection rates) for low-mass systems (NS-NS) when compared to the full IMR calculations; cf. Section 3 for details. The
last two columns were computed assuming a minimum network SNR of 10 (or 12, in parentheses) for a three-detector network
composed of three instruments located at the LIGO Hanford, LIGO Livingston, and Virgo sites, all with aLIGO sensitivity. For
each detector, fcut is the assumed low-frequency cutoff in the power spectral density: see section 5.2.

DCOs containing NSs. In fact, when compared with
the restricted PN model, the IMR waveforms slightly de-
crease event rates for NS-NS and BH-NS systems. The
reason for this reduction is that IMR waveforms (such as
PhC and EOB) provide a more accurate representation
of the early inspiral, incorporating PN amplitude correc-
tions that reduce the signal amplitude1—and hence the
event rates—for signals dominated by the early inspiral.
BH-NS systems may be subject to an additional event

rate reduction mechanism. There is the possibility of
the NS being distorted and disrupted by the BH tidal
field. When these violent phenomena occur, a suppres-

1 Note that in Eq. (3.14) of Santamaŕıa et al. (2010) the coef-
ficient of the dominant correction, A2, listed in their Eq. (A5) is
negative.

sion of the GW amplitude takes place before the ISCO
frequency, and the SNR decreases with respect to that
of a BH-BH system with the same properties. The GW
shut–off due to NS tidal disruption depends on the pa-
rameters of the system: large values of the mass ratio,
the BH spin, the NS radius and the low tilt angles of NS
orbital angular momentum relative to BH spin all favor
NS disruption (e.g., Belczynski et al. (2008b)). By using
point-particle IMR waveforms to describe the GW emis-
sion of BH-NS systems we are neglecting this event rate
reduction mechanism. While it would be possible to take
these effects into account for nonspinning systems by us-
ing the GW amplitude model of Pannarale et al. (2013),
accurate models for systems with spinning BHs do not
exist yet. For consistency we therefore use BH-BH wave-

Yonetoku et al.  2014 
From SGRB rate  
If SGRB=NS-NS �   > �event/y 
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ABSTRACT

Using our population synthesis code, we found that the typical chirp mass defined by
(m1m2)3/5/(m1 + m2)1/5 of Pop III binary black holes (BH-BHs) is ∼ 30 M⊙ with
the total mass of ∼ 60 M⊙ so that the inspiral chirp signal as well as quasi nor-
mal mode (QNM) of the merged black hole (BH) are interesting targets of KAGRA,
Adv. LIGO, Adv. Virgo and GEO network. The detection rate of the coalescing Pop
III BH-BHs is 262 events yr−1(SFRP/(10−2.5 M⊙ yr−1 Mpc−3)) · Errsys in our stan-
dard model where SFRp and Errsys are the peak value of the Pop III star formation
rate and the systematic error with Errsys = 1 for our standard model, respectively.
To evaluate the robustness of chirp mass distribution and the range of Errsys, we
examine the dependence of the results on the unknown parameters and the distribu-
tion functions in the population synthesis code. We found that the chirp mass has a
peak at ∼ 30 M⊙ in most of parameters and distribution functions as well as Errsys
ranges from 0.05577 to 2.289. Therefore, the detection rate of the coalescing Pop
III BH-BHs ranges 14.6 − 599.3 events yr−1 (SFRp/(10−2.5 M⊙ yr−1 Mpc−3)). The
minimum rate corresponds to the worst model which we think unlikely so that unless
(SFRp/(10−2.5 M⊙ yr−1 Mpc−3)) ≪ 0.1, we expect the Pop III BH-BHs merger rate
of at least one event per year by KAGRA, Adv. LIGO, Adv. Virgo and GEO network.
Since the expected frequency of the QNM of the merged BH of mass ∼ 60 M⊙ is
∼ 200 Hz where the interferometers have good sensitivity, there is a good chance to
check if the Einstein theory is correct or not in the strong gravity region.

1 INTRODUCTION

The second generation gravitational wave detectors such
as KAGRA1, Advanced LIGO2, Advanced VIRGO3 and
GEO4 are under construction and the first detection of grav-
itational wave is expected in near future. The most im-
portant sources of gravitational waves are compact binary
mergers such as the binary neutron star (NS-NS), the neu-
tron star black hole binary (NS-BH), and the binary black
hole (BH-BH). As the compact binary radiates gravitational
wave and loses the orbital energy and the angular momen-
tum, the compact binary coalesces. The merger rate of NS-

1 http://gwcenter.icrr.u-tokyo.ac.jp/en/
2 http://www.ligo.caltech.edu/
3 http://www.ego-gw.it/index.aspx/
4 http://www.geo600.org/

NS can be estimated using the binary pulser observation
(e.g., Kalogera, Kim, Lorimer et al. 2004a,b). However NS-
BH and BH-BH merger rates cannot be estimated using the
observation since no such binaries have been observed so
that they can be estimated only by the theoretical approach
called the population synthesis. For Population I (Pop I)
and Population II (Pop II) stars, the merger rates of com-
pact binaries are estimated by Belczynski, Kalogera & Bulik
(2002); Belczynski et al. (2007, 2012); Dominik et al. (2012,
2013).

In this paper, we focus on Pop III stars which were
formed first in the universe with zero metal after the Big
Bang. The formation process of Pop III stars has been
argued by many authors such as Omukai & Nishi (1998);
Bromm, Coppi & Larson (2002); Abel, Bryan & Norman
(2002); Yoshida, Omukai & Hernquist (2008); Greif et al.
(2012). The simulations of rotating minihalo in the early
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ABSTRACT

The Double Pulsar (PSR J0737−3039) is the only neutron star-neutron star (NS−NS)
binary in which both NSs have been detectable as radio pulsars. The Double Pulsar
has been assumed to dominate the Galactic NS−NS binary merger rate Rg among
all known systems, solely based on the properties of the first-born, recycled pulsar
(PSR J0737−3039A, or A) with an assumption for the beaming correction factor of
6. In this work, we carefully correct observational biases for the second-born, non-
recycled pulsar (PSR J0737−0737B, or B) and estimate the contribution from the
Double Pulsar on Rg using constraints available from both A and B. Observational
constraints from the B pulsar favour a small beaming correction factor for A (∼
2), which is consistent with a bipolar model. Considering known NS−NS binaries
with the best observational constraints, including both A and B, we obtain Rg =
21+28

−14 Myr−1 at 95 per cent confidence from our reference model. We expect the
detection rate of gravitational waves from NS−NS inspirals for the advanced ground-
based gravitational-wave detectors is to be 8+10

−5 yr−1 at 95 per cent confidence. Within
several years, gravitational-wave detections relevant to NS−NS inspirals will provide
us useful information to improve pulsar population models.

Key words: pulsars: methods: statistical - binaries: close

1 INTRODUCTION

As of today, there are four confirmed neutron star-neutron
star (NS−NS) binaries1 in the Galactic plane that will
merge within a Hubble time. All known NS−NS bina-
ries contain at least one radio pulsar that is detected by
large-scale pulsar surveys: PSRs B1913+16 (Hulse & Taylor
1975), B1534+12 (Wolszczan 1991), the Double Pulsar
J0737−3039 (Burgay et al. 2003; Lyne et al. 2004), and
J1756−2251 (Faulkner et al. 2005). NS−NS mergers are one
of the most promising sources from which detect gravi-
tational waves (GWs) with ground-based interferometers
(e.g., Abadie et al. 2010, and reference therein). By mod-
elling the Galactic disc pulsar population as well as selec-

⋆ Email:chunglee.kim0@gmail.com
1 PSR J1906+0746, discovered by Lorimer et al. (2006), is the
latest known merging NS−NS binary candidate. However, the
nature of its companion is still inconclusive (Kasian 2012;
Ferdman et al. 2013) and we do not include this binary in this
work.

tion effects based on observed properties of known bina-
ries and survey characteristics, one can infer the Galac-
tic merger rate estimates (Rg) and GW detection rate
(Rdet) for NS−NS binaries with ground-based GW detec-
tors (Phinney 1991; Narayan et al. 1991; Curran & Lorimer
1995; Kalogera et al. 2001; Kim, Kalogera, & Lorimer 2003,
2010; O’Shaughnessy & Kim 2010, e.g.,).

The Double Pulsar was discovered in the Parkes high-
latitude pulsar survey (Burgay et al. 2003; Lyne et al.
2004). This binary has been assumed to dominate Rg

based on the properties of the first-born, recycled pul-
sar PSR J0737−3039A (hereafter A) due to its large as-
sumed beaming correction factor and short estimated life-
time. Kalogera et al. (2004) estimated the most likely value
of Rg ∼ 90 Myr−1, considering PSRs B1913+16, B1534+12,
and the A pulsar. Without observational constraints, they
assumed A’s beaming correction factor to be 6. This is an av-
erage of the estimated beaming correction factors for PSRs
B1913+16 and B1534+12, based on polarization measure-
ments.

O’Shaughnessy & Kim (2010) attempted to calculate
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TABLE 3
Detection rates for second-generation detectors in the low-end metallicity scenario

AdV [ρ ≥ 8] KAGRA [ρ ≥ 8] aLIGO [ρ ≥ 8] 3-det network [ρ ≥ 10(12)]
fcut = 20 Hz fcut = 10 Hz fcut = 20 Hz fcut = 20 Hz

Model Insp PhC (EOB) Insp PhC (EOB) Insp PhC (EOB) PhC (spin) Insp PhC
yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1

NS-NS
Standard 0.3 0.3 0.7 0.6 1.1 1.0 - 2.3 (1.3) 2.2 (1.3)
Optimistic CE 0.8 0.7 1.8 1.7 2.9 2.7 - 6.0 (3.5) 5.6 (3.3)
Delayed SN 0.4 0.4 1.0 0.9 1.5 1.4 - 3.2 (1.8) 2.9 (1.7)
High BH Kicks 0.3 0.3 0.7 0.6 1.0 1.0 - 2.1 (1.3) 2.0 (1.2)
BH-NS
Standard 0.3 0.2 0.7 0.5 1.1 0.8 1.2 2.3 (1.3) 1.8 (1.0)
Optimistic CE 1.4 1.2 3.6 2.8 5.5 4.4 5.7 12 (6.7) 9.4 (5.4)
Delayed SN 0.2 0.1 0.5 0.4 0.8 0.6 0.9 1.7 (0.9) 1.3 (0.7)
High BH Kicks 0.04 0.03 0.09 0.07 0.1 0.1 0.3 0.6 (0.2) 0.5 (0.2)
BH-BH
Standard 56 66 (61) 106 153 (140) 183 246 (235) 610 369 (226) 514 (292)
Optimistic CE 287 324 (297) 629 828 (745) 1124 1421 (1339) 3560 2384 (1336) 3087 (1633)
Delayed SN 53 64 (59) 97 152 (139) 171 241 (231) 596 345 (213) 501 (291)
High Kick 0.9 1.5 (1.4) 1.4 3.8 (3.6) 3.2 5.9 (5.8) 19 6.6 (4.0) 13 (7.2)

a Same as Table 2, but for the low-end metallicity scenario.

formmodels in both cases. Additionally, Pannarale et al.
(2013) found that in the nonspinning case, the SNR dif-
ference between the mergers of disrupted BH-NS systems
and the undisrupted systems modeled with PhC is less
than 1%.
Including the merger portion of the signal is impor-

tant for BH-BH systems. For illustration, let us focus
on the Standard Model: if we use PhC waveforms rather
than the restricted PN approximation, we find a ∼ 25%
increase in the detection rates of BH-BH systems, from
117 (183) to 148 (246) in the high-end (low-end) metal-
licity scenario.
The rates predicted by EOB and PhC models agree

quite well2. This can be understood by looking again
at Figure 2, which shows that different approximations
of the strong-field merger waveform agree rather well (at
least in the equal-mass limit) on the SNR ρ and hence on
the predicted event rates, which scale with the cube of
the SNR. Waveform differences produce systematic rate
uncertainties significantly less than a factor of 2, much
smaller than astrophysical differences between our pre-
ferred models.
Our detailed calculation shows that typically PhC

models overestimate the rates by about 10% when com-
pared to EOB models. This agreement is nontrivial, be-
cause the two families of models are very different in
spirit and construction: the PhC family is a frequency-
domain model that can be easily implemented in rate
calculations, while the time-domain EOB model is more
accurate in its domain of validity and more computation-
ally demanding. It is important to note that in order to
use the two families of models in rate calculations we
must compute waveforms and SNRs in regions of the
parameter space where the models were not tuned to nu-
merical relativity simulations. In particular, both models
become less accurate for small mass-ratio binaries.
Besides systematic errors in waveform modeling, the

detection rates reported in this work (and the result-

2 We also carried out calculations using PhB models, which over-
estimate rates by about 10% with respect to PhC models. We de-
cided not to report these results in the Tables, because the PhB
model is less accurate than PhC, although it is easier to implement
and less computationally expensive.

ing distribution of detectable DCO parameters) depend
on our detection criteria. We ignore a variety of com-
plications of the detection pipelines, such as the diffi-
culty of searching for precessing sources, noise artifacts
(non-stationary, non-Gaussian “glitches” in the instru-
ments) which can make searches for shorter, high-mass
signals less sensitive, and the limited uptime of detec-
tors. Instead, we have assumed several simplistic detec-
tion thresholds on single-detector or network SNR that
are constant across all masses and mass ratios.
Moreover, achieving good detector sensitivity at low

frequencies may prove particularly difficult. We have
only included bandwidth above specified low-frequency
cutoffs (fcut = 20 Hz in most cases) for detection-rate
calculations. However, the specific choice of low fre-
quency cutoff has minimal impact on our results. For
example, using a lower cutoff fcut = 10 Hz rather than
fcut = 20 Hz in the single-detector, high-end metallic-
ity aLIGO rate calculation would increase the Standard
Model BH-BH rates from 117 to 128 in the inspiral case,
and from 148 to 161 in the IMR case. The effect is even
smaller for BH-NS and NS-NS rates.
The impact of spins on the predicted detection rates

can be important. We only consider BH spins, since NSs
in compact binaries are not expected to be rapidly spin-
ning (e.g., Mandel & O’Shaughnessy 2010) and the dy-
namical impact of NS spin will be small. In Tables 2 and
3 we use the PhC model to estimate the possible impact
of BH spin on BH-NS and BH-BH detection rates by as-
suming that all BHs are nearly maximally spinning (i.e.,
with dimensionless spin parameter χ1 = χ2 = 0.998) and
aligned with the orbital angular momentum. Aligned BH
spins cause an orbital hang-up effect that increases the
overall power radiated in the merger, produces a rapidly
spinning merger remnant, and therefore increases the
range to which high-mass binaries can be detected.
We find that spin effects may increase BH-BH detec-

tion rates by as much as a factor of 3. These increased
rates are a direct result of the increased horizon distance
to spinning binaries. For example, a (30+30) M⊙ binary
can be observed to roughly 1.3 times farther and be de-
tected ≃ (1.3)3 ≃ 2 more often with near-maximal spins
than with zero spin. Additionally, spin dynamics can

7

TABLE 1
Local merger rates and simply-scaled detection rate predictionsa :

Model
〈

Mc
15/6

〉

R(0) RD (aLIGO ρ ≥ 8) RD (3-det network ρ ≥ 10)

M
15/6
⊙ Gpc−3 yr−1 yr−1 yr−1

NS-NS
Standard 1.1 (1.1) 61 (52) 1.3 (1.1) 3.2 (2.7)
Optimistic CE 1.2 (1.2) 162 (137) 3.9 (3.3) 9.2 (7.7)
Delayed SN 1.4 (1.4) 67 (60) 1.9 (1.7) 4.5 (4.0)
High BH Kicks 1.1 (1.1) 57 (52) 1.2 (1.1) 3.0 (2.7)
BH-NS
Standard 18 (19) 2.8 (3.0) 1.0 (1.2) 2.4 (2.7)
Optimistic CE 17 (16) 17 (20) 5.7 (6.5) 13.8 (15.4)
Delayed SN 24 (20) 1.0 (2.4) 0.5 (0.9) 1.1 (2.3)
High BH Kicks 19 (13) 0.04 (0.3) 0.01 (0.08) 0.04 (0.2)
BH-BH
Standard 402 (595) 28 (36) 227 (427) 540 (1017)
Optimistic CE 311 (359) 109 (221) 676 (1585) 1610 (3773)
Delayed SN 829 (814) 14 (24) 232 (394) 552 (938)
High Kick 2159 (3413) 0.5 (0.5) 22 (34) 51 (81)
a Detection rates computed using the basic scaling of Eq. (3) for both the high-end and
low-end (the latter in parentheses) metallicity scenarios (see Section 2.2). These rates
should be compared with those from more careful calculations presented in Tables 2
and 3.

TABLE 2
Detection rates for second-generation detectors in the high-end metallicity scenario

AdV [ρ ≥ 8] KAGRA [ρ ≥ 8] aLIGO [ρ ≥ 8] 3-det network [ρ ≥ 10(12)]
fcut = 20 Hz fcut = 10 Hz fcut = 20 Hz fcut = 20 Hz

Model Insp PhC (EOB) Insp PhC (EOB) Insp PhC (EOB) PhC (spin) Insp PhC
yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1 yr−1

NS-NS
Standard 0.3 0.3 0.8 0.7 1.2 1.1 - 2.5 (1.5) 2.4 (1.4)
Optimistic CE 0.9 0.9 2.1 1.9 3.3 3.1 - 6.9 (4.0) 6.5 (3.8)
Delayed SN 0.4 0.4 1.0 0.9 1.6 1.5 - 3.3 (1.9) 3.1 (1.8)
High BH Kicks 0.3 0.3 0.7 0.7 1.1 1.1 - 2.3 (1.4) 2.2 (1.3)
BH-NS
Standard 0.2 0.2 0.5 0.4 0.7 0.6 0.8 1.5 (0.9) 1.2 (0.7)
Optimistic CE 1.1 1.0 2.9 2.2 4.4 3.6 4.4 9.2 (5.4) 7.4 (4.3)
Delayed SN 0.09 0.07 0.2 0.2 0.4 0.3 0.5 0.8 (0.5) 0.6 (0.3)
High BH Kicks 0.01 0.007 0.02 0.02 0.04 0.03 0.1 0.09 (0.05) 0.07 (0.04)
BH-BH
Standard 35 41 (38) 70 93 (86) 117 148 (142) 348 236 (144) 306 (177)
Optimistic CE 126 144 (133) 281 366 (333) 491 618 (585) 1554 1042 (588) 1338 (713)
Delayed SN 27 34 (32) 50 81 (75) 90 129 (124) 320 182 (110) 270 (155)
High Kick 0.6 1.0 (0.9) 0.9 2.5 (2.3) 2.1 3.8 (3.8) 12 4.2 (2.7) 8.2 (4.7)

a Detection rates computed for the high-end metallicity evolution scenario using the inspiral (“Insp”) and PhC or EOB IMR
models for nonspinning binaries. For aLIGO we also list rough upper limits on the rates computed with the IMR PhC model by
assuming that BHs have near-maximal aligned spins (χ1 = χ2 = 0.998 for BH-BH systems; χ1 = 0.998 and χ2 = 0 for BH-NS
systems). The inspiral is calculated using the restricted PN approximation, which overestimates the amplitude (and therefore
the detection rates) for low-mass systems (NS-NS) when compared to the full IMR calculations; cf. Section 3 for details. The
last two columns were computed assuming a minimum network SNR of 10 (or 12, in parentheses) for a three-detector network
composed of three instruments located at the LIGO Hanford, LIGO Livingston, and Virgo sites, all with aLIGO sensitivity. For
each detector, fcut is the assumed low-frequency cutoff in the power spectral density: see section 5.2.

DCOs containing NSs. In fact, when compared with
the restricted PN model, the IMR waveforms slightly de-
crease event rates for NS-NS and BH-NS systems. The
reason for this reduction is that IMR waveforms (such as
PhC and EOB) provide a more accurate representation
of the early inspiral, incorporating PN amplitude correc-
tions that reduce the signal amplitude1—and hence the
event rates—for signals dominated by the early inspiral.
BH-NS systems may be subject to an additional event

rate reduction mechanism. There is the possibility of
the NS being distorted and disrupted by the BH tidal
field. When these violent phenomena occur, a suppres-

1 Note that in Eq. (3.14) of Santamaŕıa et al. (2010) the coef-
ficient of the dominant correction, A2, listed in their Eq. (A5) is
negative.

sion of the GW amplitude takes place before the ISCO
frequency, and the SNR decreases with respect to that
of a BH-BH system with the same properties. The GW
shut–off due to NS tidal disruption depends on the pa-
rameters of the system: large values of the mass ratio,
the BH spin, the NS radius and the low tilt angles of NS
orbital angular momentum relative to BH spin all favor
NS disruption (e.g., Belczynski et al. (2008b)). By using
point-particle IMR waveforms to describe the GW emis-
sion of BH-NS systems we are neglecting this event rate
reduction mechanism. While it would be possible to take
these effects into account for nonspinning systems by us-
ing the GW amplitude model of Pannarale et al. (2013),
accurate models for systems with spinning BHs do not
exist yet. For consistency we therefore use BH-BH wave-
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B. Known source location and frequency

We use the Fisher information matrix formalism [20,21]
to estimate the precision with which we can estimate the
gravitational-wave propagation speed from multiyear
observations of periodic gravitational waves. When the
source location and frequency are known a priori the
Fisher information matrix I has elements

I jkð ~!Þ ¼
2

"2
n

Z T

0

@r

@!j

@r

@!k
dt; (3)

where T is the observation duration, "2
n is the detector

noise power spectral density at the gravitational-wave

frequency fgw, and ~! denotes the parameter vector
ð#; Hþ; H%;!þ;!%Þ. The partial derivatives of r with
respect to our parametrization are

@r

@#
¼ &2$fgw

k̂ ' ~x
cemð1þ #Þ2 fFþHþ sin ½2$fgwuþ!þ)

þ F%H% sin ½2$fgwuþ!%)g; (4a)

@r

@Hþ
¼ Fþ cos ð2$fgwuþ!þÞ; (4b)

@r

@H%
¼ F% cos ð2$fgwuþ!%Þ; (4c)

@r

@!þ
¼ &FþHþ sin ð2$fgwuþ!þÞ; (4d)

@r

@!%
¼ &F%H% sin ð2$fgwuþ!%Þ: (4e)

For all cases of interest the gravitational-wave detectors
follow Earth’s orbit about Sol; correspondingly,

k̂ ' ~x ¼ ðRau cos !Þ cos ð!*t&%Þ; (5)

where Rau is Earth’s orbital radius (1 au),!* is the detector
angular velocity in its orbital motion about Sol (2$=yr), !
is the ecliptic latitude, and % is the azimuthal angle of the
source with respect to Earth’s orbital position at t ¼ 0. (See

Fig. 1.) (The small displacement ~d of a terrestrial detector
away from the Earth’s orbital path about Sol introduces an
order d=Rau + 0:25% correction, which we ignore.)

To evaluate the components of the Fisher matrix we take
advantage of the sinusoidal periodicity of Fþ, F%, hþ and
h% and focus on observations that are integer multiples of a
year duration. Noting that

!* , 2$fgw , cem=d; (6)

!* , cem=Rau; (7)

the integrals for the Fisher matrix elements I#j for
T > 1 yr quickly simplify to

I## ¼
ð2$fgwRau& cos !Þ2

c2emð1þ #Þ4 ; (8)

I#j ¼ 0 for j 2 fHþ; H%;!þ;!%g; (9)

where &2 is the (power) signal-to-noise ratio

&2 ¼ 1

2"2
n

Z T

0
r2ðtÞdt: (10)

Correspondingly, at the level of the Cramer-Rao bound
there is no covariance between the uncertainty in our
estimate of # and any of the other problem parameters.
The expected variance of the estimate for # is thus

'# ¼ ðI&1Þ## (11)

¼ 1

I##
¼

!
cem

2$fgwRau

"
2 ð1þ #Þ4sec 2!

&2 : (12)

This result is valid for observations in all ground-based
detectors and all proposed space-based detectors, whether
Earth- or solar-orbiting. It is also valid for detector arrays
where the data are combined coherently as described in,
e.g., Refs. [22,23]. (In the case of detector arrays &2 is the
array power signal-to-noise ratio.) Details specific to the
detectors, such as the antenna pattern functions Fþ andF%,
cancel out when the uncertainty is expressed in terms of the
signal-to-noise &.

C. Unknown source location and/or frequency

If the source frequency, sky location, or both are not

known a priori one needs to enlarge the parameter vector ~!
to include the additional unknowns: e.g., the frequency fgw
and/or the source location on the sky ð!;%Þ. The Fisher
matrix dimensionality thus expands to include terms
involving partial derivatives,

k̂

source direction

Ecliptic plane

Sun x

y

z

^^

R au

Earth

v̂

û

FIG. 1. The relevant geometric quantities used in the calcula-
tion: k̂ is the unit vector pointing in the direction of wave
propagation; ! is the ecliptic latitude (i.e., the angle that &k̂
makes with the plane of the ecliptic); % is the azimuthal angle of
the source with respect to the Earth’s orbital position at t ¼ 0.
The detector antenna pattern functions Fþ and F% from Eq. (2)
are defined with respect to the polarization tensors constructed
from û and v̂, which are proportional to the unit vectors %̂ and !̂,
respectively.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.

II. METHOD

In general, a massive particle has dispersion relation,
E2 ¼ m2 þ p2. For the relativistic regime m ≪ E, the
propagation speed (group velocity) is

υ≡ ∂E
∂p ≈ c

!
1 −

m2c4

2E2

"
: ð1Þ

Then the propagation time from a source at the distance L is
given by

T ¼ L
υ
≈ T0

!
1þm2c4

2E2

"
; ð2Þ

where T0 ≡ L=c. Note that for cosmological sources we
must use the exact formula of the distance that takes into
account cosmic expansion. However, as long as we con-
sider sources at low redshift (z < 0.1), Eq. (2) causes the
error less than 5%. When we discuss the sources at
cosmological distance in Sec. IV, we use the exact formula.
Let us start from the comparison of the propagation

speeds of a GW and neutrinos. To do so, we write the
lightest mass of neutrinos among three mass eigenstates of
neutrinos as mν and define the fastest propagation speed of
neutrinos as

υν ¼ c
!
1 −

m2
νc4

2E2
ν

"
; ð3Þ

where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:

ΔT þ τint;max < τint;min for ΔT < 0; ð5Þ

τint;max < ΔT þ τint;min for ΔT > 0; ð6Þ

equivalently,

Δτint < jΔTj; ð7Þ

with Δτint ≡ τint;max − τint;min.
It is convenient to define the deviation from the speed of

light as δg ≡ ðc − υgÞ=c and δν ≡ ðc − υνÞ=c. Expressing
ΔT in terms of δg and δν and keeping the leading order in
ΔT=Tν give the relation

ΔT
T0

≈ δν − δg: ð8Þ

FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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In general, a massive particle has dispersion relation,
E2 ¼ m2 þ p2. For the relativistic regime m ≪ E, the
propagation speed (group velocity) is
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Then the propagation time from a source at the distance L is
given by
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where T0 ≡ L=c. Note that for cosmological sources we
must use the exact formula of the distance that takes into
account cosmic expansion. However, as long as we con-
sider sources at low redshift (z < 0.1), Eq. (2) causes the
error less than 5%. When we discuss the sources at
cosmological distance in Sec. IV, we use the exact formula.
Let us start from the comparison of the propagation

speeds of a GW and neutrinos. To do so, we write the
lightest mass of neutrinos among three mass eigenstates of
neutrinos as mν and define the fastest propagation speed of
neutrinos as
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:

ΔT þ τint;max < τint;min for ΔT < 0; ð5Þ

τint;max < ΔT þ τint;min for ΔT > 0; ð6Þ

equivalently,

Δτint < jΔTj; ð7Þ

with Δτint ≡ τint;max − τint;min.
It is convenient to define the deviation from the speed of

light as δg ≡ ðc − υgÞ=c and δν ≡ ðc − υνÞ=c. Expressing
ΔT in terms of δg and δν and keeping the leading order in
ΔT=Tν give the relation

ΔT
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≈ δν − δg: ð8Þ

FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.

II. METHOD

In general, a massive particle has dispersion relation,
E2 ¼ m2 þ p2. For the relativistic regime m ≪ E, the
propagation speed (group velocity) is

υ≡ ∂E
∂p ≈ c

!
1 −

m2c4

2E2

"
: ð1Þ

Then the propagation time from a source at the distance L is
given by

T ¼ L
υ
≈ T0

!
1þm2c4

2E2

"
; ð2Þ

where T0 ≡ L=c. Note that for cosmological sources we
must use the exact formula of the distance that takes into
account cosmic expansion. However, as long as we con-
sider sources at low redshift (z < 0.1), Eq. (2) causes the
error less than 5%. When we discuss the sources at
cosmological distance in Sec. IV, we use the exact formula.
Let us start from the comparison of the propagation
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:

ΔT þ τint;max < τint;min for ΔT < 0; ð5Þ
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:

ΔT þ τint;max < τint;min for ΔT < 0; ð5Þ
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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where T0 ≡ L=c. Note that for cosmological sources we
must use the exact formula of the distance that takes into
account cosmic expansion. However, as long as we con-
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error less than 5%. When we discuss the sources at
cosmological distance in Sec. IV, we use the exact formula.
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand

other particles couple to different effective metrics, and
then the Shapiro delays during propagation are different
[33,34]. However, we exclude the case in the following
discussion. Denoting the propagation times of GW and
neutrinos, Tg ≡ L=υg and Tν ≡ L=υν, respectively, and
defining ΔT ≡ Tν − Tg, we can express the difference of
arrival times as

τobs ¼ ΔT þ τint: ð4Þ

The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
In order that the finite time lag due to the GW

propagation speed different from the speed of light and
neutrino mass is detectable, ΔT has to exceed uncertainties
in the intrinsic time lag of the emissions and satisfy one of
the following two conditions:
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.
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where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
emission time of a GW), while a neutrino (photon) is
emitted at t ¼ te þ τint and detected at t ¼ tν. The observ-
able is the difference of the arrival times between the GW
and neutrinos(photons), τobs, in Fig. 1, which is positive
(negative) for an early (late) arrival of a GW. Usually the
emission times of a GW and neutrinos at a source do not
coincide so that τobs contains the intrinsic time delay at a
source τint. In some theories of modified gravity, a GWand
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then the Shapiro delays during propagation are different
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defining ΔT ≡ Tν − Tg, we can express the difference of
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The first term of Eq. (4) contains the time lags due to the
possible deviation of the GW propagation speed from the
speed of light and the contribution of nonzero neutrino
mass. Under the assumption that a GW propagates with the
speed of light, the method to measure neutrino mass has
been discussed in [35], though the mass detection would be
difficult due to the smallness of the mass, as we discuss
later. The second term comes from the intrinsically delayed
emission time of neutrinos at a source.
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FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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we assume that SGRB is associated with a NS-NS or NS-
BH binary merger (see, for example, the recent review
[32]), where NS and BH mean neutron star and black hole,
respectively. In comparing the arrival times, the uncertainty
of the intrinsic time delay of GWs, neutrinos, and photons
prevents us from interpreting the difference in arrival times
as that in propagation times. However, for SGRB and SN,
their model buildings and the numerical simulations have
been well developed in these days and start to allow us to
discuss the intrinsic time delays. We show that by using the
input from the numerical simulations we can tightly
constrain the propagation speed of a GW with significantly
improved sensitivity than previous studies.

II. METHOD

In general, a massive particle has dispersion relation,
E2 ¼ m2 þ p2. For the relativistic regime m ≪ E, the
propagation speed (group velocity) is

υ≡ ∂E
∂p ≈ c

!
1 −

m2c4

2E2

"
: ð1Þ

Then the propagation time from a source at the distance L is
given by

T ¼ L
υ
≈ T0

!
1þm2c4

2E2

"
; ð2Þ

where T0 ≡ L=c. Note that for cosmological sources we
must use the exact formula of the distance that takes into
account cosmic expansion. However, as long as we con-
sider sources at low redshift (z < 0.1), Eq. (2) causes the
error less than 5%. When we discuss the sources at
cosmological distance in Sec. IV, we use the exact formula.
Let us start from the comparison of the propagation

speeds of a GW and neutrinos. To do so, we write the
lightest mass of neutrinos among three mass eigenstates of
neutrinos as mν and define the fastest propagation speed of
neutrinos as

υν ¼ c
!
1 −

m2
νc4

2E2
ν

"
; ð3Þ

where Eν is the energy of the neutrino. As in Fig. 1, a GW is
emitted at the time t ¼ te and detected on the Earth at t ¼ tg
(for instance, we refer the merger time of a NS binary or the
core bounce time of a core-collapsed supernova to the
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other particles couple to different effective metrics, and
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defining ΔT ≡ Tν − Tg, we can express the difference of
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It is convenient to define the deviation from the speed of

light as δg ≡ ðc − υgÞ=c and δν ≡ ðc − υνÞ=c. Expressing
ΔT in terms of δg and δν and keeping the leading order in
ΔT=Tν give the relation

ΔT
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≈ δν − δg: ð8Þ

FIG. 1 (color online). GW and neutrino (photon) propagation
times. GW is emitted at the time t ¼ te and detected on the Earth
at t ¼ tg. For instance, we refer the merger time of a NS binary or
the core bounce time of a core-collapsed SN to the emission time
of a GW, while a neutrino (photon) is emitted at t ¼ te þ τint and
detected at t ¼ tν. The observable is the difference of the arrival
times between the GW and neutrinos(photons), τobs.
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Substituting this into Eq. (7), we obtain

Δτint < T0jδν − δgj; ð9Þ

with

δν ¼
m2

νc4

2E2
ν
: ð10Þ

Thus, depending on the uncertainty in the intrinsic time
delay and neutrino mass, we can detect the deviation of the
GW propagation speed from the speed of light, δg. For the
comparison of the propagation speeds between a GW and
photons, the detectable range of δg is obtained by merely
setting δν ¼ 0 in Eq. (9) since a photon is massless.
In Eq. (9), we have not taken into account the timing

errors of a GW, neutrinos, and photons when detected on
the Earth. However, the detection timing error can be
neglected because the intrinsic uncertainty of the emission
time is much larger, as we discussed later (e.g., ∼10−2 sec
for SN neutrinos and ∼10 sec for SGRB photons). On the
other hand, the phase error of a GW significantly depends
on the signal-to-noise ratio (SNR) and is given by Δϕgw ∼
OðSNRÞ−1 [36]. In the case of GW detection from SN and
SGRB at ∼100 Hz with a ground-based detector such as
aLIGO, SNR is ∼10 for SN at the distance of 100 kpc and
SGRB at 200 Mpc. For these sources, the detection timing
error of a GW is at most ∼10−3 sec. Therefore, the
detection timing errors can be neglected when we consider
the constraint on δg from the typical sources of a GW with
electromagnetic or neutrino counterparts.

III. CONSTRAINT ON GW PROPAGATION SPEED

First let us estimate what parameter ranges we can detect
in the deviation of the GW propagation speed from the
speed of light and the lightest neutrino mass with the GW-
SN multimessenger observation.
Most numerical simulations of SN with rotating progeni-

tors predict that neutrinos are emitted within 10−2 sec after
the core bounce and that GWs are mainly radiated sharply
at the time of the core bounce [37,38]. On the other hand,
this is not the case for nonrotating collapses. The GW
emission follows the neutrino emission because the devel-
opment of turbulence is delayed [38,39]. However, the GW
waveform of the nonrotating core collapse could easily be
distinguished by the GW observation since the GW wave-
form does not accompany characteristic spikes at the time
of the core bounce. From this reason, we focus on the SN
with rotating progenitors and consider the intrinsic time
delay of neutrino emission to be at most 10 m sec.
Using Eqs. (9) and (10), we find the detectable parameter

ranges of the deviation of GW propagation speed from the
speed of light and the lightest neutrino mass from the
multimessenger observations of a GW and SN neutrinos.
We first consider the subluminal casewith δg > 0, for which

δg and δν cancel at certain parameters since both quantities
are positive. Figure 2 is shown for anSN source located at the
distance of 100 kpc, which is the detection range of a GW
detector such as aLIGOand current neutrino detectors. In the
figure,weassume that theneutrino energy is 10MeVand that
the intrinsic time delay is Δτint ¼ 10 m sec. If the lightest
neutrino mass is mν < 0.3 eV, the neutrino mass effect can
be neglected and the detectable range of δg hardly changes.
Since the constraint obtained by the recent cosmological
observations is

P
mν ≤ 0.34 eV (95% C.L.) in the flat

ΛCDM model [40], we can ignore the neutrino mass
uncertainty in constraining δg. If next-generation detectors
ofGWs [EinsteinTelescope (ET) [41]] andneutrinos (LBNE
[42] and Hyper-KAMIOKANDE [43]) are implemented in
the future, the sensitivity to both GWpropagation speed and
neutrino mass will be improved by extending the detection
range of detectors up to 1 Mpc. In Fig. 3, the detectable
parameter ranges with an SN source at 1 Mpc are shown.

FIG. 2 (color online). Detectable parameter ranges of the
deviation of GW propagation speed (when δg > 0) and lightest
neutrino mass from the multimessenger observation of a GWand
SN neutrinos. The neutrino energy is 10 MeV, and the distance to
the source is 100 kpc.

FIG. 3 (color online). Same as Fig. 2 but the source distance is
1 Mpc.
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For photon δν=0�

In this case, detectable neutrino mass is about three times
smaller, and mν ≥ 0.15 eV is detectable. However, since
the cosmological constraint on the neutrino mass isP

mν ≤ 0.34 eV, we can marginally neglect the neutrino
mass uncertainty in constraining δg, though the constraint
can be corrected by a few tens of percent. When the GW
propagation is superluminal, δg is negative and does not
cancel with δν in Eq. (9). However, we see above that the
neutrino mass can be neglected in the realistic mass range.
Then the superluminal propagation of a GW also gives the
same results as the subluminal propagation.
Next let us see how the detectable range of δg changes

depending on the intrinsic time delay of neutrinos and
photons emission. To do so, we also consider SGRB as a
potential source of the multimessenger observation of a
GW, neutrinos, and photons. As for the prompt emission of
SGRB, high-energy photons are radiated in advance or
behind the GW emission time. Compiling various models
of long GRB, Baret et al. [44] found that the intrinsic time
delay is in the range of −150 sec < τint < 350 sec,
namely, Δτint ¼ 500 sec. For SGBR, this time window
would be much smaller since the duration of the SGRB is
typically less than ∼2 sec. Then the expectation of the
typical time delay from the point of view of dynamics
would be ∼10 sec. Therefore, we use Δτint ¼ 500 sec as a
conservative bound and Δτint ¼ 10 sec as a typical bound.
Neutrinos are also emitted in SGRB, and their emission
time delay could be much shorter than that of photons [45].
However, the detection distance range and detection rate of
neutrinos are similar to that in SN so that we omit the
analysis for SGRB neutrinos.
In Fig. 4, the constraint is shown as a function of Δτint.

As discussed above, we choose Δτint ¼ 10 m sec as a
typical time lag in the GW-SN observation. In the case of
the null detection of a finite time lag in SN GW-neutrino

observations, we have the constraint on δg for an SN event
at L ¼ 100 kpc,

jδgj < 9.7 × 10−16: ð11Þ

As for a SGRB, typical time lag is Δτint ¼ 10 sec, and
conservative time lag is Δτint ¼ 500 sec. If the finite
deviation of δg is not found in the GW-photon observations
of a SGRB at L ¼ 200 Mpc, we would obtain the con-
straint on δg:

jδgj < 2.4 × 10−14 for Δτint ¼ 500 sec; ð12Þ

jδgj < 4.9 × 10−16 for Δτint ¼ 10 sec : ð13Þ

Since the constraint on δg is inversely proportional to L, if
SGRB is associated with NS-BH binary of mass 1.4M⊙
and 10M⊙, respectively, the distance range is ∼3.4 times
larger [46] so that the constraint would be improved by a
factor of ∼3. In the future, GW detectors (ET) and neutrino
detectors (LBNE and Hyper-KAMIOKANDE) would be
able to increase the constraint in Eqs. (12) and (13) by
about an order of magnitude.
The only direct measurement of the GW propagation

speed proposed so far is a recent work by Finn and Romano
[29]. Their method is based on the measurement of the
Rømer time delay, which modulates a periodic GW signal
due to the Earth revolution. For a rapidly rotating non-
axisymmetric NS observed by a ground-based detector
with SNR ¼ 10, the constraint on the deviation of the GW
propagation speed from speed of light is jδgj < 10−6. For
galactic close white-dwarf binary systems observed by
LISA-like detector with SNR ¼ 100, the constraint is
jδgj < 10−3. The advantage of their method is that it does
not necessarily require the electromagnetic counterpart,
though indeed a priori knowledge about GW frequency and
the sky location of a source helps improve the SNR. On the
other hand, in our method, with a reasonable bound on the
emission time delay, our constraints on the GW propaga-
tion speed are about 8–10 orders of magnitude tighter than
the constraint from the Rømer time delay.
We also should compare with the indirect constraint on

δg obtained so far. From the measurement of ultra-high-
energy cosmic rays, assuming the cosmic rays come from
galactic sources, the absence of energy loss due to
gravitational Cherenkov radiation gives the constraint 0 ≤
δg < 2 × 10−15 [28]. In the case of subluminal propagation,
our method will give a stronger constraint by a factor of a
few. The cosmic-ray constraint cannot be applied to the
superluminal case, while our method gives the same
constraint for both superluminal and subluminal cases.

A. Constraint on graviton mass

The constraint on the propagation speed of a GW relies
on the direct comparison of arrival times of a GW,

FIG. 4 (color online). Constraint on the propagation speed of a
GW as a function of intrinsic time delay from multimessenger
observations of a GW and SN neutrinos (blue, solid) or SGRB
photons (red, dashed). For SN, the neutrino energy is 10 MeV,
and the distance to the source is 100 kpc. For SGRB, the distance
to the source is 200 Mpc.
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Null result 
means In this case, detectable neutrino mass is about three times

smaller, and mν ≥ 0.15 eV is detectable. However, since
the cosmological constraint on the neutrino mass isP

mν ≤ 0.34 eV, we can marginally neglect the neutrino
mass uncertainty in constraining δg, though the constraint
can be corrected by a few tens of percent. When the GW
propagation is superluminal, δg is negative and does not
cancel with δν in Eq. (9). However, we see above that the
neutrino mass can be neglected in the realistic mass range.
Then the superluminal propagation of a GW also gives the
same results as the subluminal propagation.
Next let us see how the detectable range of δg changes

depending on the intrinsic time delay of neutrinos and
photons emission. To do so, we also consider SGRB as a
potential source of the multimessenger observation of a
GW, neutrinos, and photons. As for the prompt emission of
SGRB, high-energy photons are radiated in advance or
behind the GW emission time. Compiling various models
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namely, Δτint ¼ 500 sec. For SGBR, this time window
would be much smaller since the duration of the SGRB is
typically less than ∼2 sec. Then the expectation of the
typical time delay from the point of view of dynamics
would be ∼10 sec. Therefore, we use Δτint ¼ 500 sec as a
conservative bound and Δτint ¼ 10 sec as a typical bound.
Neutrinos are also emitted in SGRB, and their emission
time delay could be much shorter than that of photons [45].
However, the detection distance range and detection rate of
neutrinos are similar to that in SN so that we omit the
analysis for SGRB neutrinos.
In Fig. 4, the constraint is shown as a function of Δτint.

As discussed above, we choose Δτint ¼ 10 m sec as a
typical time lag in the GW-SN observation. In the case of
the null detection of a finite time lag in SN GW-neutrino

observations, we have the constraint on δg for an SN event
at L ¼ 100 kpc,

jδgj < 9.7 × 10−16: ð11Þ

As for a SGRB, typical time lag is Δτint ¼ 10 sec, and
conservative time lag is Δτint ¼ 500 sec. If the finite
deviation of δg is not found in the GW-photon observations
of a SGRB at L ¼ 200 Mpc, we would obtain the con-
straint on δg:

jδgj < 2.4 × 10−14 for Δτint ¼ 500 sec; ð12Þ

jδgj < 4.9 × 10−16 for Δτint ¼ 10 sec : ð13Þ

Since the constraint on δg is inversely proportional to L, if
SGRB is associated with NS-BH binary of mass 1.4M⊙
and 10M⊙, respectively, the distance range is ∼3.4 times
larger [46] so that the constraint would be improved by a
factor of ∼3. In the future, GW detectors (ET) and neutrino
detectors (LBNE and Hyper-KAMIOKANDE) would be
able to increase the constraint in Eqs. (12) and (13) by
about an order of magnitude.
The only direct measurement of the GW propagation

speed proposed so far is a recent work by Finn and Romano
[29]. Their method is based on the measurement of the
Rømer time delay, which modulates a periodic GW signal
due to the Earth revolution. For a rapidly rotating non-
axisymmetric NS observed by a ground-based detector
with SNR ¼ 10, the constraint on the deviation of the GW
propagation speed from speed of light is jδgj < 10−6. For
galactic close white-dwarf binary systems observed by
LISA-like detector with SNR ¼ 100, the constraint is
jδgj < 10−3. The advantage of their method is that it does
not necessarily require the electromagnetic counterpart,
though indeed a priori knowledge about GW frequency and
the sky location of a source helps improve the SNR. On the
other hand, in our method, with a reasonable bound on the
emission time delay, our constraints on the GW propaga-
tion speed are about 8–10 orders of magnitude tighter than
the constraint from the Rømer time delay.
We also should compare with the indirect constraint on

δg obtained so far. From the measurement of ultra-high-
energy cosmic rays, assuming the cosmic rays come from
galactic sources, the absence of energy loss due to
gravitational Cherenkov radiation gives the constraint 0 ≤
δg < 2 × 10−15 [28]. In the case of subluminal propagation,
our method will give a stronger constraint by a factor of a
few. The cosmic-ray constraint cannot be applied to the
superluminal case, while our method gives the same
constraint for both superluminal and subluminal cases.

A. Constraint on graviton mass

The constraint on the propagation speed of a GW relies
on the direct comparison of arrival times of a GW,

FIG. 4 (color online). Constraint on the propagation speed of a
GW as a function of intrinsic time delay from multimessenger
observations of a GW and SN neutrinos (blue, solid) or SGRB
photons (red, dashed). For SN, the neutrino energy is 10 MeV,
and the distance to the source is 100 kpc. For SGRB, the distance
to the source is 200 Mpc.
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If the velocity of GW is  
not the light velocity ,  

what is the explanation#�

• Mass of graviton#�

It was theoretically impossible for graviton to 
have  mass before 2011.�

•  Let us consider scalar field φ’s mass term like -1/2m2φ��� 
•  In gravity $µν is the variable so that the covariant mass term 

should be  -1/2m2$µν$
µν=-2m2=constant, which is 

meaningless. 
•  Fierz & Pauli in 1939  considered the non-covariant case. 
•  $µν=ηµν�hµν�and if the mass terms is  m2�hµνhµν –h2),�no 

ghost, which has  negative energy state, exists. 
•  However Boulware & Deser 1972 showed that in  non-linear 

regimes  the ghost exists. 
�Based on dRGT theory (2011), Hassan & Rosen(2012) 
showed that no ghost massive gravity theory is possible as 
follows; 
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We derive TOV equations in Bi-gravity theory. version 2014.11.29
TN/12.04/12.10/12.29/12.30/12.31/2015.1.2/1.3/3.5/3.19/3.23/4.2/5.5/8.14/8.16/8.18/8.21/8.23

I. BASIC EQUATIONS

We consider two metrics expressed by

ds2 = gµνdx
µdxν , (1)

ds̃2 = g̃µνdx
µdxν (2)

Following Hassan and RosenarXiv:1109.3512 and Comelli et al. arXiv: 1111.1983 we adopt a ghost free action of gµν
and g̃µν as

S =

∫
d4x{

√
−g(M2

pl(R− 2m2
gV ) + Lmatt) + κM2

pl

√
−g̃R̃}, (3)

M2
pl =

1

16πG
, (4)

V =
4∑

n=0

anVn(Y
µ
ν ), (5)

Y µ
α Y α

ν = gµαg̃αν , (6)

where R and r̃ are Ricci scalars with respect to gµν and g̃µν , respectively, g and g̃ are determinants of gµν and g̃µν ,
respectively, G is the gravitational constant, κ is a constant which expresses the difference of the gravitational constant
of g̃µν from gµν , Lmatt is the Lagrangian of the matter which interacts only with gµν , an are constants and Vn’s are
scalar functions of the tensor Y µ

ν defined as the square root of gµαg̃αν by Eq.(6). Using four eigen values λ1,λ2,λ3,λ4

of Y µ
ν , the scalar functions Vn are expressed by

V0 = 1, (7)

V1 = λ1 + λ2 + λ3 + λ4, (8)

V2 = 2(λ1λ2 + λ1λ3 + λ1λ4 + λ2λ3 + λ2λ4 + λ3λ4), (9)

V3 = 6(λ1λ2λ3 + λ1λ2λ4 + λ1λ3λ4 + λ2λ3λ4), (10)

V4 = 24(λ1λ2λ3λ4) = 24

√
−g̃√
−g

. (11)

Expressing the trace of Y n as

[Y n] = tr(Y n) = Y α0
α1

Y α1
α2

..........Y αn−1
α0

, (12)

we can write Vn’s as

V0 = 1, (13)

V1 = [Y ], (14)

V2 = [Y ]2 − [Y 2], (15)

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3], (16)

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4]. (17)

The variation of the action with respect to gµν and g̃µν yield the field equations as

Rµν − 1

2
gµνR+Bµν = 8πGTµν , (18)

κ{R̃µν − 1

2
g̃µνR̃}+ B̃µν = 0, (19)
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where Tµν is the energy momentum tensor of the matter and Bµν and B̃µν come from the variation of V . Bµν and
B̃µν are explicitly given by

Bµν = m2
g

[
a0gµν + a1{gµν [Y ]− 1

2
(gµαY

α
ν + gναY

α
µ )}+ a2{gµν([Y ]2 − [Y 2])− [Y ](gµαY

α
ν + gναY

α
µ ) + 2g̃µν}

+a3{gµν([Y ]3 − 3[Y ][Y 2] + 2[Y 3])− 3

2
([Y ]2 − [Y 2])(gµαY

α
ν + gναY

α
µ ) + 6[Y ]g̃µν − 3(g̃µαY

α
ν + g̃ναY

α
µ )}

]
, (20)

B̃µν = m2
g

√
−g√
−g̃

[a1
2
(g̃µαY

α
ν + g̃ναY

α
µ ) + a2{[Y ](g̃µαY

α
ν + g̃ναY

α
µ )− (g̃µαY

α
β Y β

ν + g̃ναY
α
β Y β

µ )}

+a3{
3

2
([Y ]2 − [Y 2])(g̃µαY

α
ν + g̃ναY

α
µ )− 3[Y ](g̃µαY

α
β Y β

ν + g̃ναY
α
β Y β

µ ) + 3(g̃µαY
α
β Y β

γ Y γ
ν + g̃ναY

α
β Y β

γ Y γ
µ )}

]

+24m2g̃µνa4 (21)

In deriving Eq.(20) and Eq.(21) various relations are useful such as

[ABC] = [BCA] = [CAB], (22)

[δY ] =
1

2
[gY δg−1 − g̃Y δg̃−1], (23)

[δY n] =
n

2
[gY nδg−1 − g̃Y nδg̃−1], (24)

where g and g̃ inside the trace mean gµν and g̃µν , respectively, but not the determinant and g−1 and g̃−1 mean gµν

and g̃µν , respectively. Taking into account Bianchi identity, from the divergence of Eq.(18) and (19), we have

∇µB
µ
ν = 0, (25)

∇µT
µ
ν = 0, (26)

∇̃µB̃
µ
ν = 0, (27)

where ∇ and ∇̃ are covariant derivative with respect to gµν and g̃µν , respectively. Eq.(26) comes from the energy
momentum conservation of the matter. If we define Θµν and Θ̃µν by

Θµν = − 1

8πG
Bµν , (28)

Θ̃µν = − 1

κ8πG
B̃µν , (29)

Eqs.(18) and (19) are formally expressed as the two Einstein equations with three conserved energy momentum tensor
Tµν ,Θµν and Θ̃µν as

Rµν − 1

2
gµνR = 8πG(Tµν +Θµν), (30)

R̃µν − 1

2
g̃µνR̃ = 8πGΘ̃µν . (31)

The constants an in the the interaction terms Vn are not free. In order that Minkowski metric ηµν are the vacuum
solution for both gµν and g̃µν , we have

a0 + 3a1 + 6a2 + 6a3 = 0, (32)

a1 + 6a2 + 18a3 + 24a4 = 0. (33)

Then a0 and 24a4 are given by

a0 = −3a1 − 6a2 − 6a3, (34)

24a4 = −a1 − 6a2 − 18a3. (35)

II. TOV EQUATIONS IN BI-GRAVITY THEORY

Let us consider the static spherically symmetric relativistic star in Bi-gravity theory in the following form of metric
tensor as

ds2 = −e2ν(r)dt2 + e2λ(r)dr2 + r2(dθ2 + sin2 θdφ2) (36)

ds2 = −e2ν̃(r)dt2 + e2λ̃(r)dr2 + e2µ̃(r)r2(dθ2 + sin2 θdφ2), (37)
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a0 = −3a1 − 6a2 − 6a3, (34)

24a4 = −a1 − 6a2 − 18a3. (35)

II. TOV EQUATIONS IN BI-GRAVITY THEORY

Let us consider the static spherically symmetric relativistic star in Bi-gravity theory in the following form of metric
tensor as

ds2 = −e2ν(r)dt2 + e2λ(r)dr2 + r2(dθ2 + sin2 θdφ2) (36)

ds2 = −e2ν̃(r)dt2 + e2λ̃(r)dr2 + e2µ̃(r)r2(dθ2 + sin2 θdφ2), (37)

2

where Tµν is the energy momentum tensor of the matter and Bµν and B̃µν come from the variation of V . Bµν and
B̃µν are explicitly given by

Bµν = m2
g

[
a0gµν + a1{gµν [Y ]− 1

2
(gµαY

α
ν + gναY

α
µ )}+ a2{gµν([Y ]2 − [Y 2])− [Y ](gµαY

α
ν + gναY

α
µ ) + 2g̃µν}

+a3{gµν([Y ]3 − 3[Y ][Y 2] + 2[Y 3])− 3

2
([Y ]2 − [Y 2])(gµαY

α
ν + gναY

α
µ ) + 6[Y ]g̃µν − 3(g̃µαY

α
ν + g̃ναY

α
µ )}

]
, (20)

B̃µν = m2
g

√
−g√
−g̃

[a1
2
(g̃µαY

α
ν + g̃ναY

α
µ ) + a2{[Y ](g̃µαY

α
ν + g̃ναY

α
µ )− (g̃µαY

α
β Y β

ν + g̃ναY
α
β Y β

µ )}

+a3{
3

2
([Y ]2 − [Y 2])(g̃µαY

α
ν + g̃ναY

α
µ )− 3[Y ](g̃µαY

α
β Y β

ν + g̃ναY
α
β Y β

µ ) + 3(g̃µαY
α
β Y β

γ Y γ
ν + g̃ναY

α
β Y β

γ Y γ
µ )}

]

+24m2g̃µνa4 (21)

In deriving Eq.(20) and Eq.(21) various relations are useful such as

[ABC] = [BCA] = [CAB], (22)

[δY ] =
1

2
[gY δg−1 − g̃Y δg̃−1], (23)

[δY n] =
n

2
[gY nδg−1 − g̃Y nδg̃−1], (24)

where g and g̃ inside the trace mean gµν and g̃µν , respectively, but not the determinant and g−1 and g̃−1 mean gµν

and g̃µν , respectively. Taking into account Bianchi identity, from the divergence of Eq.(18) and (19), we have

∇µB
µ
ν = 0, (25)

∇µT
µ
ν = 0, (26)

∇̃µB̃
µ
ν = 0, (27)

where ∇ and ∇̃ are covariant derivative with respect to gµν and g̃µν , respectively. Eq.(26) comes from the energy
momentum conservation of the matter. If we define Θµν and Θ̃µν by

Θµν = − 1

8πG
Bµν , (28)

Θ̃µν = − 1

κ8πG
B̃µν , (29)

Eqs.(18) and (19) are formally expressed as the two Einstein equations with three conserved energy momentum tensor
Tµν ,Θµν and Θ̃µν as

Rµν − 1

2
gµνR = 8πG(Tµν +Θµν), (30)

R̃µν − 1

2
g̃µνR̃ = 8πGΘ̃µν . (31)

The constants an in the the interaction terms Vn are not free. In order that Minkowski metric ηµν are the vacuum
solution for both gµν and g̃µν , we have

a0 + 3a1 + 6a2 + 6a3 = 0, (32)

a1 + 6a2 + 18a3 + 24a4 = 0. (33)

Then a0 and 24a4 are given by

a0 = −3a1 − 6a2 − 6a3, (34)

24a4 = −a1 − 6a2 − 18a3. (35)

II. TOV EQUATIONS IN BI-GRAVITY THEORY

Let us consider the static spherically symmetric relativistic star in Bi-gravity theory in the following form of metric
tensor as

ds2 = −e2ν(r)dt2 + e2λ(r)dr2 + r2(dθ2 + sin2 θdφ2) (36)

ds2 = −e2ν̃(r)dt2 + e2λ̃(r)dr2 + e2µ̃(r)r2(dθ2 + sin2 θdφ2), (37)
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write Vn as

V0 = 1, V1 = [Y ], V2 = [Y ]2 − [Y 2],

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3],

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4].

The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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We discuss graviton oscillations based on the ghost-free bi-gravity theory. We point out that this
theory possesses a natural cosmological background solution that is very close to the case of
general relativity. Furthermore, the interesting parameter range of the graviton mass, which can
be explored by observations of gravitational waves, is not at all excluded by the constraint from
solar system tests. Therefore, a graviton oscillation with a possible inverse chirp signal would
be an interesting scientific target for KAGRA, Advanced LIGO, Advanced Virgo, and GEO.
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1. Introduction

A great deal of work has been done on the detection possibility of the modified propagation of grav-
itational waves due to the finite graviton mass [1–4]. However, adding mass to the graviton was
thought to be theoretically problematic due to the so-called Boulware–Deser (BD) ghost [5].

Recently, Hassan and Rosen proposed the first example of ghost-free bi-gravity models [6], based
on the fully nonlinear massive gravity theory in which the Boulware–Deser ghost is removed by
construction [7–9]. We consider two metrics expressed by

ds2 = gµνdxµdxν, ds̃2 = g̃µνdxµdxν .

We introduce a ghost-free action S =
∫

d4xL with

L =
√

−g

[

M2
G

(
R
2

− m2
4∑

n=0

cnVn(Y µ
ν ),

)

+ Lm

]

+
κM2

G

2

√
−g̃ R̃,

where M2
G = 1/(8πG N ); G N is the gravitational constant; Y µ

ν =
√

gµα g̃αν ; R and R̃ are the Ricci
scalars with respect to gµν and g̃µν , respectively; g and g̃ are the determinants of gµν and g̃µν ,
respectively; κ is a constant that expresses the ratio between the two gravitational constants for g̃µν

and gµν ; cn (n = 0, . . . , 4) are dimensionless constants; and Lm is the Lagrangian of the matter that
interacts only with gµν . By expressing the trace of Y n as [Y n] = tr(Y n) = Y α0

α1 Y α1
α2 · · · Y αn−1

α0 , we can

© The Author(s) 2014. Published by Oxford University Press on behalf of the Physical Society of Japan.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

 by guest on July 4, 2014
http://ptep.oxfordjournals.org/

D
ow

nloaded from
 

PTEP 2014, 043E01 A. De Felice et al.

write Vn as

V0 = 1, V1 = [Y ], V2 = [Y ]2 − [Y 2],

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3],

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4].

The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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non-perturbative ghost [13].) Combining this condition with Eqs. (2) and (3), we obtain an algebraic
equation for ξ :

ρm

M2
Gm2

=
[

c1

κξ
+
(

6c2

κ
− c0

)
+
(

18c3

κ
− 3c1

)
ξ +

(
24c4

κ
− 6c2

)
ξ2 − 6c3ξ

3
]

. (4)

If m2 ≫ ρm/M2
G, the r.h.s. of Eq. (4) should be very small. Denoting a value of ξ at which the right-

hand side vanishes by ξc, we focus on a cosmological background solution for which ξ asymptotes
to ξc for ρm → 0. As we can absorb the constant part of ρV (ξ) into the cosmological constant in ρm,
we also assume that ρV (ξc) = 0.

For this type of solution, we can expand ξ around ξc at low energies. Keeping only the linear order
in ξ − ξc, Eq. (4) becomes

ξ − ξc

ξc
≈ − ρm

3m2 M2
G$c

κξ2
c

1 + κξ2
c
,

where $c ≡ $(ξc). Substituting this relation into Eq. (2), we recover the usual Friedmann equation as

3H2 ≈ M̃−2
G ρm, (5)

with the effective gravitational constant given by

M̃2
G ≡ M2

G(1 + κξ2
c ).

This result has been found after linearizing the dynamical equations. However, it can be proven
that the same result still holds at order (ξ − ξc)

2. In particular, we notice here that the effective
cosmological Newton constant is time-independent1.

On using the definition of ξ , the relation c̃aH = ˙̃a/ã implies ξ̇ = (c̃ − 1)aHξ . Substituting the
differentiation of Eq. (4) into this relation, we obtain

c̃ ≈ 1 + κξ2
c (ρm + Pm)

$cm2 M̃2
G

at low energies, where Pm is the matter pressure density. The above relation implies that the light
cone of the hidden metric automatically gets closer to the physical one as the matter energy density
is diluted.

3. Propagation of gravitational waves

We now discuss the propagation of gravitational waves. We introduce tensor-type perturba-
tions as gi j = a2(h+ε+

i j + h×ε×
i j ) and g̃i j = ã2(h̃+ε+

i j + h̃×ε×
i j ), with tr(ε+ε+) = 1 = tr(ε×ε×) and

tr(ε+ε×) = 0. The gravitational waves propagate at the speed of light for the physical sector, and at
the speed c̃ ≈ 1 + O(H2/m2) for the hidden sector. However, the physical and hidden gravitons,
because of the coupling through the mass term, will oscillate from one to the other. Keeping only the

1 In fact, Eq. (4) reduces to

ρm

M2
Gm2

≈ −3(ξ − ξc)$c(ξ
2
c κ + 1)

ξ 2
c κ

− 3
2

(ξ − ξc)
2C$c(ξ

2
c κ + 1)

ξ 2
c κ

,

where C is defined later on in Eq. (4) and is supposed to be large. Therefore, we expect a background similar
to general relativity to hold up to ρm/M2

G ! m2, when C$c ∼ 1.

3/9

 by guest on July 4, 2014
http://ptep.oxfordjournals.org/

D
ow

nloaded from
 

PTEP 2014, 043E01 A. De Felice et al.

write Vn as

V0 = 1, V1 = [Y ], V2 = [Y ]2 − [Y 2],

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3],

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4].

The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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write Vn as

V0 = 1, V1 = [Y ], V2 = [Y ]2 − [Y 2],

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3],

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4].

The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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write Vn as

V0 = 1, V1 = [Y ], V2 = [Y ]2 − [Y 2],

V3 = [Y ]3 − 3[Y ][Y 2] + 2[Y 3],

V4 = [Y ]4 − 6[Y ]2[Y 2] + 8[Y ][Y 3] + 3[Y 2]2 − 6[Y 4].

The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by
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ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as
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, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
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ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,
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non-perturbative ghost [13].) Combining this condition with Eqs. (2) and (3), we obtain an algebraic
equation for ξ :

ρm

M2
Gm2

=
[

c1

κξ
+
(

6c2

κ
− c0

)
+
(

18c3

κ
− 3c1

)
ξ +

(
24c4

κ
− 6c2

)
ξ2 − 6c3ξ

3
]

. (4)

If m2 ≫ ρm/M2
G, the r.h.s. of Eq. (4) should be very small. Denoting a value of ξ at which the right-

hand side vanishes by ξc, we focus on a cosmological background solution for which ξ asymptotes
to ξc for ρm → 0. As we can absorb the constant part of ρV (ξ) into the cosmological constant in ρm,
we also assume that ρV (ξc) = 0.

For this type of solution, we can expand ξ around ξc at low energies. Keeping only the linear order
in ξ − ξc, Eq. (4) becomes

ξ − ξc

ξc
≈ − ρm

3m2 M2
G$c

κξ2
c

1 + κξ2
c
,

where $c ≡ $(ξc). Substituting this relation into Eq. (2), we recover the usual Friedmann equation as

3H2 ≈ M̃−2
G ρm, (5)

with the effective gravitational constant given by

M̃2
G ≡ M2

G(1 + κξ2
c ).

This result has been found after linearizing the dynamical equations. However, it can be proven
that the same result still holds at order (ξ − ξc)

2. In particular, we notice here that the effective
cosmological Newton constant is time-independent1.

On using the definition of ξ , the relation c̃aH = ˙̃a/ã implies ξ̇ = (c̃ − 1)aHξ . Substituting the
differentiation of Eq. (4) into this relation, we obtain

c̃ ≈ 1 + κξ2
c (ρm + Pm)

$cm2 M̃2
G

at low energies, where Pm is the matter pressure density. The above relation implies that the light
cone of the hidden metric automatically gets closer to the physical one as the matter energy density
is diluted.

3. Propagation of gravitational waves

We now discuss the propagation of gravitational waves. We introduce tensor-type perturba-
tions as gi j = a2(h+ε+

i j + h×ε×
i j ) and g̃i j = ã2(h̃+ε+

i j + h̃×ε×
i j ), with tr(ε+ε+) = 1 = tr(ε×ε×) and

tr(ε+ε×) = 0. The gravitational waves propagate at the speed of light for the physical sector, and at
the speed c̃ ≈ 1 + O(H2/m2) for the hidden sector. However, the physical and hidden gravitons,
because of the coupling through the mass term, will oscillate from one to the other. Keeping only the

1 In fact, Eq. (4) reduces to

ρm

M2
Gm2

≈ −3(ξ − ξc)$c(ξ
2
c κ + 1)

ξ 2
c κ

− 3
2

(ξ − ξc)
2C$c(ξ

2
c κ + 1)

ξ 2
c κ

,

where C is defined later on in Eq. (4) and is supposed to be large. Therefore, we expect a background similar
to general relativity to hold up to ρm/M2

G ! m2, when C$c ∼ 1.
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where C is defined later on in Eq. (4) and is supposed to be large. Therefore, we expect a background similar
to general relativity to hold up to ρm/M2

G ! m2, when C$c ∼ 1.
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The variation of the action with respect to gµν and g̃µν yields the field equations as follows:

Rµν − 1
2

gµν R + Bµν = M−2
G Tµν,

κ

[
R̃µν − 1

2
g̃µν R̃

]
+ B̃µν = 0,

where Tµν is the energy momentum tensor of ordinary matter, whereas Bµν and B̃µν come from
the variations of the mass term. Bµν and B̃µν , as well as Tµν , satisfy conservation laws, which are
explicitly given by

∇µBµ
ν = 0, ∇µT µ

ν = 0, ∇̃µ B̃µ
ν = 0, (1)

where ∇ and ∇̃ are the covariant derivative operators with respect to gµν and g̃µν , respectively.

2. The cosmological background

The background cosmology of this theory has been widely studied in Refs. [10–12], but here our
focus is on a particularly healthy branch. We assume that the two metrics can be written as

ds2 = a2(−dt2 + dx2), ds̃2 = ã2(−c̃2dt2 + dx2),

where a, ã, and c̃ are functions of the time coordinate t . The Friedmann equation for the physical
metric reads

3H2 = ρm + ρV

M2
G

, (2)

where we have introduced the Hubble parameter H ≡ ȧ/a2, the matter energy density ρm including
the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã

)2

= m2

κ

(
c1

ξ
+ 6c2 + 18ξc3 + 24ξ2c4

)
. (3)

Writing down the first equation in Eq. (1), we have

3%(ξ)[c̃aH − ( ˙̃a/ã)] = 0,

where %(ξ) ≡ c1ξ + 4c2ξ
2 + 6c3ξ

3. This equation can be solved by imposing %(ξ) = 0 or c̃aH −
( ˙̃a/ã) = 0, which implies the existence of two branches. In the following we will discuss the phys-
ical branch, defined by the latter condition, since the other branch is pathological. (The degrees of
freedom of the theory reduce [12]. This will lead to a similar phenomenology to that observed in the
original ghost-free single-metric massive gravity, which is characterized by the presence of a scalar
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the dark energy, and the energy density due to the mass term

ρV (ξ) ≡ M2
Gm2(c0 + 3ξc1 + 6ξ2c2 + 6ξ3c3) ,

with ξ ≡ ã/a. The Friedmann equation for the hidden metric reads as follows:

3
c̃2a2

(
˙̃a
ã
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non-perturbative ghost [13].) Combining this condition with Eqs. (2) and (3), we obtain an algebraic
equation for ξ :

ρm

M2
Gm2

=
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c1

κξ
+
(

6c2

κ
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)
+
(

18c3

κ
− 3c1

)
ξ +

(
24c4

κ
− 6c2

)
ξ2 − 6c3ξ

3
]

. (4)

If m2 ≫ ρm/M2
G, the r.h.s. of Eq. (4) should be very small. Denoting a value of ξ at which the right-

hand side vanishes by ξc, we focus on a cosmological background solution for which ξ asymptotes
to ξc for ρm → 0. As we can absorb the constant part of ρV (ξ) into the cosmological constant in ρm,
we also assume that ρV (ξc) = 0.

For this type of solution, we can expand ξ around ξc at low energies. Keeping only the linear order
in ξ − ξc, Eq. (4) becomes

ξ − ξc

ξc
≈ − ρm

3m2 M2
G$c

κξ2
c

1 + κξ2
c
,

where $c ≡ $(ξc). Substituting this relation into Eq. (2), we recover the usual Friedmann equation as

3H2 ≈ M̃−2
G ρm, (5)

with the effective gravitational constant given by

M̃2
G ≡ M2

G(1 + κξ2
c ).

This result has been found after linearizing the dynamical equations. However, it can be proven
that the same result still holds at order (ξ − ξc)

2. In particular, we notice here that the effective
cosmological Newton constant is time-independent1.

On using the definition of ξ , the relation c̃aH = ˙̃a/ã implies ξ̇ = (c̃ − 1)aHξ . Substituting the
differentiation of Eq. (4) into this relation, we obtain

c̃ ≈ 1 + κξ2
c (ρm + Pm)

$cm2 M̃2
G

at low energies, where Pm is the matter pressure density. The above relation implies that the light
cone of the hidden metric automatically gets closer to the physical one as the matter energy density
is diluted.

3. Propagation of gravitational waves

We now discuss the propagation of gravitational waves. We introduce tensor-type perturba-
tions as gi j = a2(h+ε+

i j + h×ε×
i j ) and g̃i j = ã2(h̃+ε+

i j + h̃×ε×
i j ), with tr(ε+ε+) = 1 = tr(ε×ε×) and

tr(ε+ε×) = 0. The gravitational waves propagate at the speed of light for the physical sector, and at
the speed c̃ ≈ 1 + O(H2/m2) for the hidden sector. However, the physical and hidden gravitons,
because of the coupling through the mass term, will oscillate from one to the other. Keeping only the

1 In fact, Eq. (4) reduces to

ρm

M2
Gm2

≈ −3(ξ − ξc)$c(ξ
2
c κ + 1)

ξ 2
c κ

− 3
2

(ξ − ξc)
2C$c(ξ

2
c κ + 1)

ξ 2
c κ

,

where C is defined later on in Eq. (4) and is supposed to be large. Therefore, we expect a background similar
to general relativity to hold up to ρm/M2

G ! m2, when C$c ∼ 1.
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c
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c
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at low energies, where Pm is the matter pressure density. The above relation implies that the light
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2
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2

(ξ − ξc)
2C$c(ξ

2
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ξ 2
c κ

,

where C is defined later on in Eq. (4) and is supposed to be large. Therefore, we expect a background similar
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leading effect of the deviation of c̃ from unity, and neglecting the cosmic expansion effects, we write
the propagation equations as [12]

ḧ − △h + m2!c(h − h̃) = 0, (6)

¨̃h − c̃2△h̃ + m2!c

κξ2
c

(h̃ − h) = 0, (7)

where we have omitted the +/× index. For this set of equations, we write down the dispersion
relation, assuming c̃ − 1 ≪ 1, but the magnitude of

x ≡ 2(2π f )2(c̃ − 1)

µ2 ,

is moderate, where we have defined

µ2 ≡ λ−2
µ = (1 + κξ2

c )!cm2

κξ2
c

.

Then, for a given gravitational wave frequency f , two eigen wave numbers are given by

k2
1,2 = (2π f )2 − µ2

2

(

1 + x ∓

√

1 + 2x
1 − κξ2

c

1 + κξ2
c

+ x2

)

,

and the corresponding eigenfunctions h1 and h2 are related to h and h̃ as

h1 = cos θgh + sin θg
√

κξch̃,

h2 = − sin θgh + cos θg
√

κξch̃,

with the mixing angle

θg = 1
2

cot−1
(

1 + κξ2
c

2
√

κξc
x + 1 − κξ2

c

2
√

κξc

)
.

We find that µ is the graviton mass of the second mode in the Minkowski limit (x → 0).
When we consider the propagation over a distance D, the phase shifts, due to the modified

dispersion relation for their respective modes, are given by

δ(1,2 = −µD
√

c̃ − 1

2
√

2x

⎛

⎝1 + x ∓

√

1 + x2 + 2x
1 − κξ2

1 + κξ2

⎞

⎠ .

Notice that this factor is symmetric under the replacement x → 1/x . In the limit x → 0, the first
mode becomes massless. Although this mode also has a non-trivial dispersion relation, its magni-
tude of modification tends to be suppressed. The factor µD

√
c̃ − 1 =

√
3(1 + κξ2

c ))0 H D becomes
O(1) only after propagating over a cosmological distance unless κξ2

c is extremely large, where )0

is the energy fraction of the dust matter at the present epoch. On the other hand, the remaining factor
takes the maximum value 2−1/2 − (2 + 2κξ2)−1/2 at x = 1, which is also at most O(1). In contrast
to the first mode, the phase shift of the second mode can be significantly large when x is small or
large. Here we plot δ(1,2 in Fig. 1 for κξ2

c = 0.2, 1, and 100.
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Fig. 1. |δ"1,2| as a function of x for κξ 2
c = 0.2 (dotted, black), 1 (blue), and 100 (dashed, red). Thick and thin

curves represent |δ"1| and |δ"2|, respectively.

4. Gravitational potential around a star in the Minkowski limit

In the above, we find that, unless κξ2
c is extremely large, a relatively small value of λµ together with

the excitation of the second mode is required for an observable magnitude of the phase shifts due to
the non-trivial dispersion relation. Here we show that, in the present bi-gravity models, even with such
a small value of λµ, we can easily avoid the solar system constraint from the precision measurement
of gravity. In the low-energy limit, it would be natural to assume the hierarchy k2 ≫ µ2 ≫ H2.
Since the limit H → 0 is smooth, the H -dependent terms in the action appear as a positive power
in H . Since such terms will not give any dominant contribution under the assumption of the above
hierarchy, we set H = 0 from the beginning here.

Let us now consider static spherical symmetric perturbations for both metrics induced by the non-
relativistic matter energy density ρm, which is coupled only to the physical metric. We can write the
respective perturbed metrics as

ds2 = −eu−vdt2 + eu+v(dr2 + r2d'2),

ds̃2 = −ξ2
c eũ−ṽdt2 + ξ2

c eũ+ṽ(dr̃2 + r̃2d'2),

without loss of generality. Here r̃ is related to r by r̃ = eR(r)r , and R(r) is another perturbation vari-
able. We have adopted the parametrization such that u vanishes in the case of general relativity. Now
we write down the equations of motion and eliminate the variables on the hidden metric side, ũ, ṽ, and
R. However, doing this is not so straightforward. In order to simplify the manipulation, we truncate
the perturbation equations at second order and also neglect higher-order terms in µ appropriately.

When we compute the terms second order in perturbation, we notice that there are terms enhanced
by the factor 1/µ2. If we scrutinize these terms, some of them contain the factor

C ≡ d(log ()

d log ξ

∣∣∣∣
ξ=ξc

.

Our assumption here is that the energy scale of the bi-gravity theory itself is relatively high but the
graviton mass µ is suppressed by a certain mechanism. Under this assumption, we pick up only the
terms enhanced by the factor C/µ2 from the second-order terms in the equations of motion. Then,
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The equations for ũ and ṽ can be obtained similarly as

ũ = − u
κξ2

c
, ṽ = v + 3(1 + κξ2

c )

κξ2
c

u.

Once u is suppressed, i.e. if the Vainshtein mechanism is at work, we find ṽ ≈ v, which implies that
metric perturbations on both sides are equally excited inside the Vainshtein radius.

5. Graviton oscillations and inverse chirp signal

Here we begin with discussing the generation of gravitational waves. We have found that the metric
excitations are almost conformal within the Vainshtein radius of a star. If we consider the junction
between the near-zone metric perturbation with the far-zone metric described as gravitational waves,
both h and h̃ are excited exactly as in the case of general relativity. This implies that both eigenmodes
h1 and h2 are excited unless x = 0. (Recall that h2 ∝ h − h̃ when x = 0.)

One may suspect that the linear approximation to the gravitational wave perturbation equations (7)
is not valid within the Vainshtein radius. However, the effective energy momentum tensor coming
from the variation of the mass term, which gives corrections to the case of general relativity, is greatly
enhanced only for the terms purely composed of u (or equivalently ũ), which behave as clouds around
localized matter sources. Namely, it just contributes as the source of gravitational waves but does not
change the wave propagation. The other corrections are suppressed as long as the amplitude of the
deviation of the metric from the case of general relativity remains small.

Next, we analyze the gravitational waveform from inspirals of NS–NS binaries at a distance.
For the current bi-gravity model, our detector signal becomes a linear combination of two com-
ponents, whose relative amplitudes are determined by the mixing angle θg. For simplicity, we here
neglect the time dependence of θg as well as all the cosmological effects. Using the stationary phase
approximation and flux conservation, the observed signal is given in Fourier space as

h( f ) = A( f )ei$( f )
[

B1eiδ$1( f ) + B2eiδ$2( f )
]
, (10)

where the amplitude A( f ) (after angular average), B1,2, and the phase function $( f, g) (truncated
at 1.5PN order) are given by

A( f ) =
√

5π

24
M2

(8π M2
G)2 D

y−7/6,

B1 = cos θg(cos θg +
√

κξc sin θg),

B2 = sin θg(sin θg −
√

κξc cos θg),

$( f ) ≡ 2π f tc − $c − π/4 + 3
128

y−5/3

+ 5
96

(
743
336

+ 11
4

η

)
η−2/5y−1 − 3π

8
η−3/5y−2/3,

with y ≡ M f/(8M̃2
G), the chirp mass M ≡ (m1m2)

3/5/(m1 + m2)
1/5, and the reduced mass ratio

η = m1m2/(m1 + m2)
2. The first and second terms in Eq. (10) show the contributions of h1 and h2,

respectively. Here we plot B1,2 in Fig. 2 for κξ2
c = 0.2, 1, and 100.

For x ≪ 1, the excitation of the second mode h2 is suppressed. Furthermore, δ$1 is suppressed
in this regime. Therefore, the propagation of gravitational waves is similar to the case of general
relativity. For x ≫ 1, both h1 and h2 are equally excited. However, since the gravitational wave

7/9
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Fig. 2. B1,2 as a function of x for κξ 2
c = 0.2 (dotted, black), 1 (blue), and 100 (dashed, red). Thick and thin

curves represent B1 and B2, respectively.

Fig. 3. The arrival time as a function of the frequency f for respective modes of a 1.4 M⊙ + 1.4 M⊙ binary
inspiral with κξ 2

c = 100, D = 300 Mpc, H = 67.3 km s−1 Mpc−1, #0 = 0.315, and λµ = 0.001 pc. The blue
solid curve is for the first mode, while the dashed red one is for the second mode.

detector can detect the perturbation of the physical metric only, we can observe only h1. Therefore,
the frequencies at which both modes can be observed are limited to x ≈ 1. This is the meaning of
Fig. 2.

When both modes are observable, graviton oscillations due to the interference between the two
modes can be detected beyond the distance scale where δ&2 − δ&1 becomes O(1). The differ-
ence of the phases δφ1 − δφ2 is minimum at x = 1, as shown in Fig. 1, which is evaluated as
δφ1 − δφ2|x=1 =

√
6#0 H D. Therefore, one may think that the effect is really small as long as

D ! H−1. However, the average density of the universe is much lower than the average den-
sity in galaxies, where binaries are embedded. The adiabatic change of the background density
does not change the amplitude of each propagating mode. Therefore, gravitational waves expe-
rience a much lower value of x , typically x ≈ 10−8, during the propagation. Roughly speaking,
δ&2 − δ&1 ≈

√
3(1 + κξ2

c )#0/2x H D for x ≪ 1. Hence, the effect can be greatly enhanced.
Once d(δ&2 − δ&1)/d f becomes sufficiently large, the arrival times of the two modes are differ-

ent. Then, we may observe two chirp signals. Using the stationary phase approximation, the relation

8/9
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5

If we define Λ0 = Λ/(κ+ 1) and ρ = ρm/(κ+ 1), Hubble parameter in Eq.(57) can have the observational value. In
general case, we have from Eq.(52) and (54), in the first order of (λm/1028cm)2 ≪ 1

3H2

m2
− 8πG(ρm + Λ)

m2
− b1(ξ0) = b′1(ξ0)(ξ − ξ0), (58)

3H2

m2
− b2(ξ0) = b′2(ξ0)(ξ − ξ0). (59)

Eq.(58) and Eq.(59) cam be solved for H2 and ξ as

H2 =
8πG(ρm + Λ)

3

b′2
b′2 − b′1

+
m2(b′2b1 − b2b′1)

3(b′2 − b′1)
, (60)

ξ = ξ0 +
8πG(ρm + Λ)

m2(b′2 − b′1)
+

b1 − b2
b′2 − b′1

, (61)

where b1 = b1(ξ0), b2 = b2(ξ0), b′1 = b′1(ξ0), b
′
2 = b′2(ξ0).

III. GRAVITATIONAL WAVES

Let us consider the propagation of bi metric gravitational waves in the cosmological background following Eq.(5.13)
and Eq.(5.14) of Commelli et al. arXiv:1202.1986(I have not checked these equations yet.) Let us express the perturbed
metrics as

gµν = g0µν + a2hµν , (62)

g̃µν = g̃0µν + ã2h̃µν , (63)

where g0µν and g̃0µν are unperturbed metrics given in the previous section. Expressing the transverse traceless part as

hTT and h̃TT , we have

ḧTT + 2
ȧ

a
ḣTT −∆hTT + a2mg

2(hTT − h̃TT ) = 0, (64)

¨̃h
TT

+ (2
ȧ

a
+ 2

ξ̇

ξ
−

˙̃c

c̃
) ˙̃h

TT
−∆h̃TT − a2m̃2

g(h
TT − h̃TT ) = 0, (65)

mg
2 = m2f1(ξ), m̃2

g =
m2f1(ξ)c̃

κξ2
, f1(ξ) = ξ(6ξ2c̃a3 + 2ξ(c̃+ 1)a2 + a1). (66)

For short wave wave number k ≫ mg, m̃g, ȧ/a, ξ̇/ξ, ˙̃c/c̃, and angular frequency ω mode, we have

(−ω2 + k2 +mg
2)hTT −mg

2h̃TT = 0, (67)

−m̃2
gh

TT + (−ω2 + c̃2k2 + m̃2
g)h̃

TT = 0, (68)

Then the dispersion relation is solved and ω is given by

2ω2 = k2(1 + c̃2) +mg
2 + m̃2

g ±
√
k4(1− c̃2)2 + 2k2(1− c̃2)(mg

2 − m̃2
g) + (mg

2 + m̃2
g)

2. (69)

A. Branch 1

Let us consider the case that λm ≪ 1028cm and c̃ ∼ Hλ ≪ 1. Then two solusions are

ω2 = k2 +mg
2, (70)

ω2 = k2c̃2 + m̃2
g ∼ k2(Hλm)2 +

H

λm
(71)

One of the mode is a massive gravity while the other is very slowly propagating mode since λm ≪ H−1.

�.one is massless ,the other is massive in the limit of vacuum. 
2. flavor  eigen state is different  from mass eigen state where 
   flavor means “This world” or “Heaven” 
3.�Just like neutrino oscillation, graviton oscillation is expected 
  so that the group velocity of massive one is smaller than 
  the light velocity.� 7
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FIG. 1: The observed “chirp” signals for a NS-NS binary at D = 300Mpc. The curve with the label λg = ∞ shows the massless
mode (identical to GR). The other three curves are given for finite Compton lengths.

From the quadrupole formula, the time interval ∆te at the binary is given by

∆te =
5

256
M

{
−(πMfe)

−5/3 + (πMf ′
e)

−5/3
}
. (81)

In Fig.1, for various Compton lengths, we show the evolution of the observed frequency of detector signals as a function
of time. The curve λg = ∞ for the mass less mode is identical to the result for GR. For the bimetric model, our
detector signal has additional a component of a finite λg. Their relative contribution is characterized by the mixing
angle θ.
Using the stationary phase approximation and flux conservation, the observed signal is given in Fourier space as

h(f) = cos2 θA(f)eiΦ(f,0) + sin2 θA(f)eiΦ(f,β). (82)

The first term shows the contribution of the massless mode. The results of GR is recovered with θ = 0. The second
term in Eq.(82) is due to the massive mode, and the effect of the mass appears as a phase modulation through the
parameter β defined by

β =
π2DMz

λ2
g(1 + z)

(83)

with Mz = M(1 + z).
In Eq.(82) the amplitude A(f) (after angular average) and the 1.5PN phase function Φ(f, g) are given by

A(f) =

√
π

30

M2
z

DL
u−7/6, (84)

Φ(f, g) ≡ 2πftc − Φc − π/4 +
3

128
u−5/3 − gu−1 +

5

96

(
743

336
+

11

4
η

)
η−2/5u−1 − 3π

8
η−3/5u−2/3 (85)

with u ≡ πMzf .
Next we make a Fisher matrix analysis for parameter estimation. Our fitting parameters are the seven variables

below

DL, Φc, s ≡ sin2 θ, tc, Mz, η, β (86)

For the estimation error of the Compton length λg, we use the following expression for fluctuations of (λg, D,Mz,β)
(see Eq.(83))

δλg

λg
∼ 1

2

(
δD

D
− δβ

β
+

δMz

Mz

)
∼ 1

2

(
δDL

DL
− δβ

β

)
(87)

with δD/D ∼ δDL/DL ≫ δMz/Mz. Here, we use an fitting formula for Advanced LIGO given as

SN (f) ∝
{

∞ (f ≤ 10Hz)
(f0/f)4 + 2 + 2(f/f0)2 (f > 10Hz)

(88)
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Possible Existence of Inverse Chirp Gravitational Wave Signal from Coalescing Binary
Neutron Stars and Black Holes

Takashi Nakamura, Takahiro Tanaka and Naoki Seto

Department of Physics, Kyoto University Kyoto 606-8502, Japan
(Dated: July 5, 2014)

In the framework of bimetric gravity without ghost, the gravitational waves from coalescing binary
neutron stars and black holes oscillates between massless and massive modes similar to neutrino
oscillations. If the Compton wavelength of the massive mode is ∼ 1015cm, the chirp signal from
the source at ∼ 300Mpc reverts since the propagation velocity of the early low frequency massive
gravitational wave mode is slower than the later high frequency one. As a whole, the signal consists
of the usual chirp signal followed by the inverse chirp signal of the massive gravitational wave mode.
It is urgent to use this new template to analyze the data from KAGRA, adv LIGO, adv Virgo and
GEO network as well as those already taken by TAMA, GEO, LIGO and Virgo. version 2012,11.25
TN/11.26 NS/12.02 TN

I. BASIC EQUATIONS

We consider two metrics expressed by

ds2 = gµνdx
µdxν , (1)

ds̃2 = g̃µνdx
µdxν (2)

Following Hassan and RosenarXiv:1109.3512 and Comelli et al. arXiv: 1111.1983 we adopt a ghost free action of gµν
and g̃µν as

S =

∫
d4x{

√
−g(M2

pl(R− 2m2V ) + Lmatt) + κM2
pl

√
−g̃R̃}, (3)

M2
pl =

1

16πG
, (4)

V =
4∑

n=0

anVn(Y
µ
ν ), (5)

Y µ
α Y α

ν = gµαg̃αν , (6)

where R and R̃ are Ricci scalars with respect to gµν and g̃µν , respectively, g and g̃ are determinants of gµν and
g̃µν , respectively, G is the gravitational constant, κ is a constant which expresses the difference of the gravitational
constant of g̃µν from gµν , Lmatt is the Lagrangian of the matter which interacts only with gµν , an are constants and
Vn’s are scalar functions of the tensor Y µ

ν defined as the square root of gµαg̃αν by Eq.(6). Using four eigen values
λ1,λ2,λ3,λ4 of Y µ

ν , the scalar functions Vn are expressed by

V0 = 1, (7)

V1 = λ1 + λ2 + λ3 + λ4, (8)

V2 = 2(λ1λ2 + λ1λ3 + λ1λ4 + λ2λ3 + λ2λ4 + λ3λ4), (9)

V3 = 6(λ1λ2λ3 + λ1λ2λ4 + λ1λ3λ4 + λ2λ3λ4), (10)

V4 = 24(λ1λ2λ3λ4) = 24

√
−g̃√
−g

. (11)

Expressing the trace of Y n as

[Y n] = tr(Y n) = Y α0
α1

Y α1
α2

..........Y αn−1
α0

, (12)

we can write Vn’s as

V0 = 1, (13)

V1 = [Y ], (14)

Yamashita & Tanaka 2014 suggest   each metric corresponds 
 to that in different brane.�
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What is the heaven’s metric       �???�

Heaven�

This world�
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Why not massive graviton!!�

•  Let us count the number of bosons which 
are responsible for four  forces 

•  Electro magnetic forces 
��4: photon�Z�W+�W- 
�QCD� 
��8 glueones  
��Why not more than one graviton 
      for gravitational force? 
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Section 4: My last night dream of press 
conference �

“In the press conference , LIGO team  is presenting 
that we  discovered the gravitational wave signals 
from the coalescence of 30 Msun-30Msun black hole 
binary which could be  remnants of the first stars in 
our universe. However quasi normal mode is 
completely different from the prediction based on 
Einstein theory. We must seek the true theory of 
gravity in the strong gravity region.” 
 
I hope 
 that this does not remain for ever as a scientific 
fiction.�
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Section 5: What is next for me ?�
•  I am now PI of DECIGO(DECi herz 

Gravitational wave Observatory) group. ν�
0.1Hz GW 

•  The title of the adopted  project A of 
JSPS(Japan Society for the Promotion of 
Science) is 

•  “ Completion of Test Model of DECIGO on 
the earth.” from 2015.4-2020.3 with 
3.2x107yen. 

•  We will perform zero-gravity experiments 
20 times using freely falling air plane with the 
help of Mitsubishi company.�
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DECIGO�DECi hertz Interferometer 
Gravitational wave Observatory��

  

This was proposed by Seto, Kawamura & Nakamura in 2001. 
 DECIGO means also “Decide  and Go”. 
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Possibility of Direct Measurement of the Acceleration of the Universe Using 0.1 Hz Band
Laser Interferometer Gravitational Wave Antenna in Space

Naoki Seto,1 Seiji Kawamura,2 and Takashi Nakamura3

1Department of Earth and Space Science, Osaka University, Toyonaka 560-0043, Japan
2National Astronomical Observatory, Mitaka 181-8588, Japan

3Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto 606-8502, Japan
(Received 4 June 2001; published 9 November 2001)

It may be possible to construct a laser interferometer gravitational wave antenna in space with hrms !
10227 at f ! 0.1 Hz in this century. Using this antenna, (1) typically 105 chirp signals of coalescing
binary neutron stars per year may be detected with S"N ! 104; (2) we can directly measure the accelera-
tion of the universe by a 10 yr observation of binary neutron stars; and (3) the stochastic gravitational
waves of VGW * 10220 predicted by the inflation may be detected by correlation analysis. Our formula
for phase shift due to accelerating motion might be applied for binary sources of LISA.

DOI: 10.1103/PhysRevLett.87.221103 PACS numbers: 95.55.Ym, 04.80.Nn, 98.80.Es

I. Introduction.—There are at least four methods to
detect gravitational waves: (1) resonant type antenna
covering !kHz band; (2a) laser interferometers on the
ground covering 10 Hz–kHz band; (2b) laser interfer-
ometers in space like LISA [1] covering 1024 1022 Hz
band; (3) residuals of pulsar timing covering !1028 Hz
band; (4) Doppler tracking of the spacecraft covering
1024 1022 Hz band. It is quite interesting to note that
little has been discussed on possible detectors in 1022

10 Hz band. In this Letter we consider the possible
specification of such a detector, which we call DECIGO
(Decihertz Interferometer Gravitational Wave Obser-
vatory). We argue that the direct measurement of the
acceleration of the universe is possible using DECIGO.

II. Specification of DECIGO.—The sensitivity of a
space antenna with an arm length of 1"10 of LISA and
yet the same assumption of the technology level, such
as a laser power of 1 W, the optics of 30 cm, etc., will
be 4 3 10221 Hz21"2 around 0.1 Hz in terms of strain,
a factor of 10 better than the planned LISA sensitivity
around 0.1 Hz [2]. The sensitivity could be improved
by a factor of 1000 for the next generation of a space
antenna with more sophisticated technologies such as
implementation of higher-power lasers and larger optics in
order to increase the effective laser power available on the
detectors, and thus to reduce the shot noise. The ultimate
sensitivity of a space antenna in the far future could be,
however, 3 3 10227 around 0.1 Hz in terms of strain,
assuming the quantum limit sensitivity for a 100 kg mass
and an arm length of 1"10 of LISA. We name this detector
DECIGO. This requires an enormous amount of effective
laser power, and also requires that the other noise sources,
such as gravity gradient noise, thermal noise, practical
noise, etc., should all be suppressed below the quantum
noise. Here we assume that such an antenna may be
available by the end of this century, although we note that
within the next five years or so NASA will begin serious
discussions of a follow-up to the planned NASA/ESA
LISA mission, so DECIGO technology may be achieved

sooner. Note here that when the pioneering efforts to
detect the gravitational waves started in the last century
using resonant-type detectors as well as laser interfer-
ometers, few people expected the present achievement in
resonant-type detectors such as IGEC (bar) [3] and in laser
inteferometers such as TAMA300 [4], LIGO, GEO600,
and VIRGO (for these detectors see [5]). Therefore all
the experimentalists and the theorists on gravitational
waves should not be restricted to the present levels of the
detectors. Our point of view in this Letter is believing
the proverb “Necessity is the mother of the invention” so
that we argue why a detector like DECIGO is necessary
to measure some important parameters in cosmology.

The sensitivity of DECIGO, which is optimized at
0.1 Hz, is assumed to be limited only by radiation pres-
sure noise below 0.1 Hz and shot noise above 0.1 Hz. The
contributions of the two noise sources are equal to each
other at 0.1 Hz, giving the quantum limit sensitivity at this
frequency. The radiation pressure noise has a frequency
dependence of ~f22 (in units of Hz21"2) because of the
inertia of the mass, while the shot noise has a dependence
of approximately ~f1 (in units of Hz21"2) because of the
signal canceling effect due to the long arm length. In
Fig. 1 we show sensitivity of various detectors and charac-
teristic amplitude hc for a chirping neutron star–neutron
star (NS-NS) binary at z ! 1. The required sensitivity
(S"N ! 1) for detecting the stochastic gravitational wave
background by 10 years correlation analysis is also shown.

III. Direct measurement of the acceleration of the uni-
verse.— Recent distance measurements for high-redshift
supernovae suggest that the expansion of our universe is
accelerating [6], which means that the equation of the
state of the universe is dominated by “dark energy” with
r 1 3p , 0. The Supernova/Acceleration Probe (SNAP
[7]) project will observe !2000 Type Ia supernovae per
year up to the redshift z ! 1.7 so that we may get the ac-
curate luminosity distance dL#z$ in the near future. Gravi-
tational waves would also be a powerful tool to determine
dL#z$ [8].

221103-1 0031-9007"01"87(22)"221103(4)$15.00 © 2001 The American Physical Society 221103-1
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FIG. 1. Sensitivity (effectively S!N ! 1) for various detectors
(LISA, DECIGO, LIGOII, and a detector 103 times less sensitive
than DECIGO) in the form of hrms (solid lines). The dashed
line represents evolution of the characteristic amplitude hc for
NS-NS binary at z ! 1 (filled triangles: wave frequencies at
1 and 10 yr before coalescence). The dotted lines represent
the required sensitivity for detecting stochastic background with
VGW ! 10216 and VGW ! 10220 by 10 yr correlation analysis
(S!N ! 1).

From accurate dL"z# measurements one may think that
it is possible to determine the energy density r"z# and the
pressure p"z# as functions of the redshift. However, as
shown by Weinberg [9] and Nakamura and Chiba [10],
r"z# and p"z# cannot be determined uniquely from dL"z#
but they depend on one free parameter Vk0 (the spatial
curvature).

Recent measurement of the first peak of the anisotropy
of cosmic microwave background (CMB) is consistent
with a flat universe (Vk0 ! 0) for primordially scale-
invariant spectrum predicted by slow-roll inflation [11]
under the assumption of L cosmology. However, it is
important to determine the curvature of the universe
irrespective of the theoretical assumption on the equation
of the state and the primordial spectra also. In other words
an independent determination of Vk0 is indispensable
since Vk0 is by far the important parameter. As discussed
in [10], the direct measurement of the cosmic acceleration
[12] can be used for this purpose. Here we point out
that the gravitational waves from the coalescing binary
neutron stars at z $ 1 observed by DECIGO may be used
to determine Vk0. Even in the worst case the redundancy
is important to confirm such an important finding as the
dark energy.

A. Cosmic acceleration: We consider the propagation
of gravitational wave in our isotropic and homogeneous
universe. The metric is given by ds2 ! 2dt2 1 a"t#2 3
%dx2 1 r"x#2"du2 1 sin2udf2#&, where a"t# is the scale
factor and a"t#r"x# represents the angular distance. The
relation between the observed time of the gravitational
waves to at x ! 0 and the emitted time te at the fixed

comoving coordinate x is given by
Rto

te

dt
a"t# ! x ! const.

Then we have dto!dte ! ao!ae ! "1 1 z# and

d2to

dt2
e

! "1 1 z#a21
e %≠ta"to # 2 ≠ta"te#& ' gcos"z#

! "1 1 z# %"1 1 z#H0 2 H"z#& , (1)

where H"z# is the Hubble parameter at the redshift z and
H0 is the present Hubble parameter. For an emitter at the
cosmological distance z * 1 we have gcos"z# $ O"t21

0 #
where t0 is the age of universe t0 $ 3 3 1017 sec.
From above equations we have Dto ! Dte"1 1 z# 1
gcos"z#

2 Dt2
e 1 . . . , where Dto and Dte are the arrival time at

the observer and the time at the emitter, respectively. When
we observe the gravitational waves from the cosmological
distance, we have Dto ! DT 1 X"z#DT2 1 . . . , with
X"z# ' gcos"z#!2"1 1 z#2, where DT ! "1 1 z#Dte is
the arrival time neglecting the cosmic acceleration/
deceleration (the second term). Now for DT $ 109 sec,
the time lag of the arrival time due to the cosmic
acceleration/deceleration amounts to the order of second
$1018!"3 3 1017# $ 1 "sec#. From Eq. (1), if X"z# is
positive, then ≠ta"to# . ≠ta"te#. This clearly means
that our universe is accelerating. Therefore the value of
this time lag is the direct evidence for the acceleration/
deceleration of the universe.

As shown in [10], if the accurate value of X"z# at a
single point zs is available it is possible to determine Vk0
as Vk0 ! (1 2 %dr"zs#!dz&2"1 1 zs#2%H0 2 2X"zs#&2) 3
(r"zs#2H2

0 )21, where we have assumed that the quantity
r"z# ' dL"z#!"1 1 z# is obtained accurately, e.g., by
SNAP. Even if the accurate values of X"z# are not avail-
able for any points, we may apply the maximal likelihood
method to determine Vk0. Using the value of Vk0 thus
determined, we can obtain the equation of state of our
universe without any theoretical assumption on its matter
content [10]. Note here the expected value of X"z# for the
flat L cosmology is obtained as

X"z#!H0 ! 0.5%1 2
p

Vm"1 1 z#3 1 1 2 Vm!"1 1 z#& .

At z ! 1 we have X"z#!H0 ! 0.06 for Vm ! 0.3 and
X"z#!H0 ! 20.21 for Vm ! 1.0 (Einstein de-Sitter
universe).

B. Evolution of phase of gravitational waves from
coalescing binary at cosmological distance: Let us study
an inspiraling compact binary system that evolves secu-
larly by radiating gravitational wave [13]. For simplicity
we study a circular orbit and evaluate the gravitational
wave amplitude and the energy loss rate by Newtonian
quadrupole formula. We basically follow analysis of
Cutler and Flanagan [13] but properly take into account
the effects of accelerating motion. The Fourier transform
h̃" f# !

R`
2` e2pifth"t# dt for the wave h"t# is evaluated

using the stationary phase approximation as h̃" f# !
KdL"z#21M5!6

c f27!6 exp%iF"f#&, where K is determined
by the angular position and the orientation of the binary

221103-2 221103-2
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3) Direct measurement of the acceleration 
   of the universe to clarify dark energy. 
 
4) Inflation origin GW at �0.1Hz 
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5) Intermediate Mass BH 
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7) Mass spectrum of NS &BH�
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C. Modified inspiral waveforms due to graviton
oscillations

Here we discuss only the inspiral phase of gravitational
waves from CCB systems in the ghost-free bigravity model.
Both h and ~h are excited exactly as in the case of GR [24].
By using the stationary phase approximation, the observed
signal in the frequency domain is given as2

hðfÞ ¼ AðfÞeiΦðfÞ½B1eiδΦ1ðfÞ þ B2eiδΦ2ðfÞ&; ð10Þ

where the amplitude AðfÞ (up to Newtonian order), the
bigravity corrections B1;2 and the phase function ΦðfÞ

(up to 3.5PN order), and the phase corrections δΦ1;2 are
given as

AðfÞ ¼
ffiffiffiffiffiffi
5π
24

r
M2

ð8πM2
GÞ2DL

y−7=6; ð11Þ

B1 ¼ cos θgðcos θg þ
ffiffiffi
κ

p
ξc sin θgÞ; ð12Þ

B2 ¼ sin θgðsin θg −
ffiffiffi
κ

p
ξc cos θgÞ; ð13Þ

ΦðfÞ≡ 2πftc − Φc − π=4þ 3

128
y−5=3

"
1þ

#
3715

756
þ 55

9
η

$
η−2=5y2=3 − 16πη−3=5y

þ
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15 293 365

508 032
þ 27 145

504
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72
η2
$
η−4=5y4=3 þ

#
38 645

756
−
65

9
η

$%
1þ ln

#
y

yISCO

$&
πη−1y5=3

þ
%
11 583 231 236 531

4 694 215 680
−
640

3
π2 −

6848

21
γE −

6848

63
lnð64η−3=5yÞ

þ
#
−
15 737 765 635

3 048 192
þ 2255

12
π2
$
ηþ 76 055

1728
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127 825

1296
η3
&
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þ
#
77 096 675

254 016
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1512
η −
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756
η2
$
πη−7=5y7=3

'
; ð14Þ

δΦ1;2 ¼ −
μDL

ffiffiffiffiffiffiffiffiffiffiffi
~c − 1

p

2
ffiffiffiffiffi
2x

p
 

1þ x∓
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ x2 þ 2x
1 − κξ2c
1þ κξ2c

s !

;

ð15Þ

where y≡Mf=ð8 ~M2
GÞ,M≡ ðm1m2Þ3=5=ðm1 þm2Þ1=5 is

the chirp mass, η ¼ m1m2=ðm1 þm2Þ2 is the symmetric
mass ratio, tc is the coalescence time, and Φc is the phase at
the coalescence. γE ¼ 0.577 216…. is the Euler constant.
DL is the luminosity distance to the source.3 The first and
second terms in Eq. (10) show the contributions of h1 and
h2, respectively. In the above waveform, we can take the
following five parameters as independent parameters for
GR, θGR ¼ fDL;m1; m2; tc;Φcg. On the other hand, there
are eight independent parameters for the phenomenological
bigravity model, θMG ¼ flog μ2; logð~c − 1Þ; κξ2c; θGRg. In
the DFNT subset of the bigravity model, logð~c − 1Þ is not
an independent variable, but it depends on the matter
density.
From Eq. (10), we have the formula for the amplitude of

the wave in frequency domain.

jhðfÞj ¼ AðfÞð1þ 2B1B2ðcosðΔδΦÞ − 1ÞÞ1=2; ð16Þ

ΔδΦ≡ δΦ1 − δΦ2: ð17Þ

Thus, unless B1B2 or ΔδΦ is zero, amplitude modulation
occurs in the bigravity waveform that is caused by the
interference between two modes. The peak amplitude of
the modulated waveform is determined by 1þ
2B1B2ðcosðΔδΦÞ − 1Þ.
Figure 1 shows the frequency-domain gravitationalwave-

form for BNSwith 1.4–1.4M⊙ andDL ¼ 200 Mpc. Curves
are for different sets of ðμ2; ~c − 1Þ at fixed κξ2c ¼ 100.
Figure 2 shows the same gravitational waveforms in the
time domain, where the coalescence time tc is set to 0.
Curves in Figs. 1–2 are for (a) GR [solid (blue)] and for
the bigravity with ðμ2; ~c−1Þ¼ (b) ð10−33.2 cm−2;10−17.8Þ
[dot-dashed (green)], (c) ð10−33 cm−2;10−18Þ [long-dashed
(red)], and (d) ð10−32.8 cm−2; 10−18.2Þ [dashed (black)],
respectively. We find that the waveforms of the bigravity
model are significantly different from those of GR. In
particular, there is a characteristic largest peak in the
modulated waveform. The frequency at the highest
peak amplitude can be explained in the following way. In
Ref. [24], De Felice et al. showed that measurable effects are
expected onlywhen x ≈ 1. Using Eq. (9) we can estimate the
characteristic frequency corresponding to x ≈ 1:

2For simplicity, we assume a signal from a face-on binary
system at the zenith.

3The phase shifts are not integer powers of post-Newtonian
(PN) expansion parameter y.
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fpeak ≡ 1

2π

!
μ2

2ð~c − 1Þ

"
1=2

: ð18Þ

The corresponding time at the highest peak is given as

τpeak ≡ tc − tpeak ¼
5

256

1

ηðπfpeakÞ8=3M
5=3
t

; ð19Þ

with the total mass Mt ¼ m1 þm2.
The value of fpeak and τpeak for the parameters in

Figs. 1–2 is (b) ð67 Hz;−6.2 sÞ, (c) ð107 Hz;−1.8 sÞ,
and (d) ð169 Hz;−0.5 sÞ, respectively. We can confirm
that these values match the location of the highest peaks in
Figs. 1–2 well.
These large deviations of the waveform from GR are

produced by the mixing of the two gravitons, and they
depend on the bigravity parameters. Thus, these deviations
help us put constraints on the bigravity with the GW
observations.
The amplitude of the peak is determined by Eq. (16).

The phase difference at the highest peak, which occurs at
x ≈ 1, becomes

ΔδΦ ∼
ffiffiffi
2

p
μ

ffiffiffiffiffiffiffiffiffiffiffi
~c − 1

p
DLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ κξ2c
p : ð20Þ
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FIG. 2 (color online). The time-domain gravitational waveform
hðtÞ. The coalescence time tc is set to 0. The parameters and
the definitions of the curves are the same as those of Fig. 1.

FIG. 1 (color online). The frequency-domain gravitational
waves hðfÞ for different values of the model parameter sets of
ðμ2; ~c − 1Þ. The curves are plotted for (a) GR [solid (blue)]
and for the bigravity models with (b) ðμ2; ~c − 1Þ ¼
ð10−33.2 cm−2; 10−17.8Þ [dot-dashed (green)], (c) ð10−33 cm−2;
10−18Þ [long-dashed (red)], and (d) ð10−32.8 cm−2; 10−18.2Þ
[dashed (black)], respectively, at fixed κξ2c ¼ 100. Here we
consider BNS at the distance, DL ¼ 200 Mpc. The SNR and
the fitting factor between the GR waveform and each waveform
in this figure become as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0),
(b) (31,0.50), (c) (26,0.47), (d) (21,0.53). The definition of FF
is given in Eq. (23).

FIG. 3 (color online). The same as Fig. 1 but for different values
of κξ2c in the case of ðμ2; ~c − 1Þ ¼ ð10−33 cm−2; 10−18Þ. The
curves are for (a) GR [solid (blue)] and the bigravity model with
(b) κξ2c ¼ 50 [dot-dashed (green)], (c) κξ2c ¼ 100 [long-dashed
(red)], and (d) κξ2c ¼ 1000 [dashed (black)], respectively. Each
curve corresponds to ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (19,0.58),
(c) (26,0.47), (d) (34,0.41).
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For all sets of the bigravity parameters in Fig. 1, ΔδΦ and
B1B2 at the peak in Eq. (16) take the same value. Thus,
there is no difference in the amplification of the highest
peak caused by the bigravity effect. The difference of these
peak amplitudes in Fig. 1 is just caused by the difference
of AðfpeakÞ.
In Figs. 3–4, we compare the waveforms with different

values of κξ2c in the case of ðμ2; ~c − 1Þ ¼
ð10−33 cm−2; 10−18Þ. As can be seen in Eq. (18), fpeak
does not depend on κξ2c. Thus, the peak frequency does not
change at all in Figs. 3–4. On the other hand, we find in
Figs. 3–4 that the deviation of the bigravity waveforms is
larger for larger κξ2c. This can be understood as a conse-
quence of a larger value of jB1B2j for larger κξ2c in Eq. (16).

III. ANALYSIS METHODS FOR TESTING
MODIFIED GRAVITY THEORY

In this section, we briefly review the methods to test the
MG theories. Vallisneri [35] has proposed a model com-
parison analysis of simple MG, and derived a formula that
characterize the possibility to detect the effects of MG on
gravitational waves.
First, we define the noise-weighted inner product of

signals hA and hB by

ðhAjhBÞ≡ 4Re
Z

fmax

fmin

hAðfÞhBðfÞ
SnðfÞ

df; ð21Þ

where SnðfÞ is the one-sided noise power spectrum density
of a detector.

The limits of integration fmin and fmax are taken to be
fmin ¼ flow and fmax ¼ fISCO where flow is the lower
cutoff frequency that is defined for each detector, while
fISCO is the frequency at the innermost stable circular orbit
of the binary. We adopt fISCO ¼ ð63=2πMtÞ−1 as an
approximation.
The signal-to-noise ratio (SNR) for a given signal h is its

norm defined as

SNR ¼ jhj ¼
ffiffiffiffiffiffiffiffiffiffiffi
ðhjhÞ

p
: ð22Þ

We also define the fitting factor (FF) [41] that is used to
characterize the deviation of a MG waveform from the GR
waveform. The FF is defined as

FFðθMGÞ ¼ max
θGR

ðhGRðθGRÞjhMGðθMGÞÞ
jhGRðθGRÞjjhMGðθMGÞj

; ð23Þ

where hGRðθGRÞ and hMGðθMGÞ are the GR and MG
waveforms, θGR represents the source parameters in GR,
and θMG represents the parameters in the MG theory.
By definition, the maximum of FF is 1, which is realized

when the MG waveform coincides with the GR waveform.
Thus, 1 − FF measures the strength of the MG corrections
that cannot be absorbed by the variation of the GR source
parameters.
The SNR and FF of each waveform in Figs. 1–2 become

as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (31,0.50),
(c) (26,0.47), (d) (21,0.53). The same values for Fig. 3
become as follows: ðSNR;FFÞ ¼ (a) (8.7,1.0), (b) (19,0.58),
(c) (26,0.47), (d) (34,0.41).
Now we explain Vallisneri’s formula that is based on

the Bayesian hypothesis testing. The Vallisneri’s formula
can be used for estimating the SNR value required for
discrimination of gravity models based on FF. This analysis
is valid for large SNR signals and Gaussian detector
noise.
In this method, the odds ratio is a key quantity that is

interpreted as the odds of MG over GR. The Bayesian odds
ratio for MG over GR is defined as

O ¼ PðMGjsÞ
PðGRjsÞ

¼ PðMGÞ
PðGRÞ

PðsjMGÞ
PðsjGRÞ

; ð24Þ

where PðMGjsÞ and PðGRjsÞ are the posterior probabilities
of the MG and GR hypotheses for a given data s, PðMGÞ
and PðGRÞ are the prior probabilities of the MG and GR
hypotheses, and PðsjMGÞ and PðsjGRÞ are the fully
marginalized likelihood or evidence of the MG and GR
hypotheses. The odds ratio when the data contain a MG
signal is given by OMG ¼ PðMGjsMGÞ=PðGRjsMGÞ, while
the odds ratio when the data contain a GR signal is given by
OGR ¼ PðMGjsGRÞ=PðGRjsGRÞ, where sMG is the data
that contain the MG signal and sGR is the data that contain
the GR signal. Cornish et al. [42] have shown that in the
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FIG. 4 (color online). The time-domain gravitational waveform
hðtÞ. The parameters are the same as those of Fig. 3.
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For all sets of the bigravity parameters in Fig. 1, ΔδΦ and
B1B2 at the peak in Eq. (16) take the same value. Thus,
there is no difference in the amplification of the highest
peak caused by the bigravity effect. The difference of these
peak amplitudes in Fig. 1 is just caused by the difference
of AðfpeakÞ.
In Figs. 3–4, we compare the waveforms with different

values of κξ2c in the case of ðμ2; ~c − 1Þ ¼
ð10−33 cm−2; 10−18Þ. As can be seen in Eq. (18), fpeak
does not depend on κξ2c. Thus, the peak frequency does not
change at all in Figs. 3–4. On the other hand, we find in
Figs. 3–4 that the deviation of the bigravity waveforms is
larger for larger κξ2c. This can be understood as a conse-
quence of a larger value of jB1B2j for larger κξ2c in Eq. (16).

III. ANALYSIS METHODS FOR TESTING
MODIFIED GRAVITY THEORY

In this section, we briefly review the methods to test the
MG theories. Vallisneri [35] has proposed a model com-
parison analysis of simple MG, and derived a formula that
characterize the possibility to detect the effects of MG on
gravitational waves.
First, we define the noise-weighted inner product of

signals hA and hB by

ðhAjhBÞ≡ 4Re
Z

fmax

fmin

hAðfÞhBðfÞ
SnðfÞ

df; ð21Þ

where SnðfÞ is the one-sided noise power spectrum density
of a detector.

The limits of integration fmin and fmax are taken to be
fmin ¼ flow and fmax ¼ fISCO where flow is the lower
cutoff frequency that is defined for each detector, while
fISCO is the frequency at the innermost stable circular orbit
of the binary. We adopt fISCO ¼ ð63=2πMtÞ−1 as an
approximation.
The signal-to-noise ratio (SNR) for a given signal h is its

norm defined as

SNR ¼ jhj ¼
ffiffiffiffiffiffiffiffiffiffiffi
ðhjhÞ

p
: ð22Þ

We also define the fitting factor (FF) [41] that is used to
characterize the deviation of a MG waveform from the GR
waveform. The FF is defined as

FFðθMGÞ ¼ max
θGR

ðhGRðθGRÞjhMGðθMGÞÞ
jhGRðθGRÞjjhMGðθMGÞj

; ð23Þ

where hGRðθGRÞ and hMGðθMGÞ are the GR and MG
waveforms, θGR represents the source parameters in GR,
and θMG represents the parameters in the MG theory.
By definition, the maximum of FF is 1, which is realized

when the MG waveform coincides with the GR waveform.
Thus, 1 − FF measures the strength of the MG corrections
that cannot be absorbed by the variation of the GR source
parameters.
The SNR and FF of each waveform in Figs. 1–2 become

as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (31,0.50),
(c) (26,0.47), (d) (21,0.53). The same values for Fig. 3
become as follows: ðSNR;FFÞ ¼ (a) (8.7,1.0), (b) (19,0.58),
(c) (26,0.47), (d) (34,0.41).
Now we explain Vallisneri’s formula that is based on

the Bayesian hypothesis testing. The Vallisneri’s formula
can be used for estimating the SNR value required for
discrimination of gravity models based on FF. This analysis
is valid for large SNR signals and Gaussian detector
noise.
In this method, the odds ratio is a key quantity that is

interpreted as the odds of MG over GR. The Bayesian odds
ratio for MG over GR is defined as

O ¼ PðMGjsÞ
PðGRjsÞ

¼ PðMGÞ
PðGRÞ

PðsjMGÞ
PðsjGRÞ

; ð24Þ

where PðMGjsÞ and PðGRjsÞ are the posterior probabilities
of the MG and GR hypotheses for a given data s, PðMGÞ
and PðGRÞ are the prior probabilities of the MG and GR
hypotheses, and PðsjMGÞ and PðsjGRÞ are the fully
marginalized likelihood or evidence of the MG and GR
hypotheses. The odds ratio when the data contain a MG
signal is given by OMG ¼ PðMGjsMGÞ=PðGRjsMGÞ, while
the odds ratio when the data contain a GR signal is given by
OGR ¼ PðMGjsGRÞ=PðGRjsGRÞ, where sMG is the data
that contain the MG signal and sGR is the data that contain
the GR signal. Cornish et al. [42] have shown that in the
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FIG. 4 (color online). The time-domain gravitational waveform
hðtÞ. The parameters are the same as those of Fig. 3.

TATSUYA NARIKAWA et al. PHYSICAL REVIEW D 91, 062007 (2015)

062007-6 fpeak ≡ 1

2π

!
μ2

2ð~c − 1Þ

"
1=2

: ð18Þ

The corresponding time at the highest peak is given as

τpeak ≡ tc − tpeak ¼
5

256

1

ηðπfpeakÞ8=3M
5=3
t

; ð19Þ

with the total mass Mt ¼ m1 þm2.
The value of fpeak and τpeak for the parameters in

Figs. 1–2 is (b) ð67 Hz;−6.2 sÞ, (c) ð107 Hz;−1.8 sÞ,
and (d) ð169 Hz;−0.5 sÞ, respectively. We can confirm
that these values match the location of the highest peaks in
Figs. 1–2 well.
These large deviations of the waveform from GR are

produced by the mixing of the two gravitons, and they
depend on the bigravity parameters. Thus, these deviations
help us put constraints on the bigravity with the GW
observations.
The amplitude of the peak is determined by Eq. (16).

The phase difference at the highest peak, which occurs at
x ≈ 1, becomes

ΔδΦ ∼
ffiffiffi
2

p
μ

ffiffiffiffiffiffiffiffiffiffiffi
~c − 1

p
DLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ κξ2c
p : ð20Þ
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FIG. 2 (color online). The time-domain gravitational waveform
hðtÞ. The coalescence time tc is set to 0. The parameters and
the definitions of the curves are the same as those of Fig. 1.

FIG. 1 (color online). The frequency-domain gravitational
waves hðfÞ for different values of the model parameter sets of
ðμ2; ~c − 1Þ. The curves are plotted for (a) GR [solid (blue)]
and for the bigravity models with (b) ðμ2; ~c − 1Þ ¼
ð10−33.2 cm−2; 10−17.8Þ [dot-dashed (green)], (c) ð10−33 cm−2;
10−18Þ [long-dashed (red)], and (d) ð10−32.8 cm−2; 10−18.2Þ
[dashed (black)], respectively, at fixed κξ2c ¼ 100. Here we
consider BNS at the distance, DL ¼ 200 Mpc. The SNR and
the fitting factor between the GR waveform and each waveform
in this figure become as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0),
(b) (31,0.50), (c) (26,0.47), (d) (21,0.53). The definition of FF
is given in Eq. (23).

FIG. 3 (color online). The same as Fig. 1 but for different values
of κξ2c in the case of ðμ2; ~c − 1Þ ¼ ð10−33 cm−2; 10−18Þ. The
curves are for (a) GR [solid (blue)] and the bigravity model with
(b) κξ2c ¼ 50 [dot-dashed (green)], (c) κξ2c ¼ 100 [long-dashed
(red)], and (d) κξ2c ¼ 1000 [dashed (black)], respectively. Each
curve corresponds to ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (19,0.58),
(c) (26,0.47), (d) (34,0.41).
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306 For all sets of the bigravity parameters in Fig. 1, ΔδΦ and
307 B1B2 at the peak in Eq. (16) take the same value. Thus,
308 there is no difference in the amplification of the highest
309 peak caused by the bigravity effect. The difference of these
310 peak amplitudes in Fig. 1 is just caused by the difference
311 of AðfpeakÞ.
312 In Figs. 3–4, we compare the waveforms with different
313 values of κξ2c in the case of ðμ2; ~c − 1Þ ¼
314 ð10−33 cm−2; 10−18Þ. As can be seen in Eq. (18), fpeak
315 does not depend on κξ2c. Thus, the peak frequency does not
316 change at all in Figs. 3–4. On the other hand, we find in
317 Figs. 3–4 that the deviation of the bigravity waveforms is
318 larger for larger κξ2c. This can be understood as a conse-
319 quence of a larger value of jB1B2j for larger κξ2c in Eq. (16).

320 III. ANALYSIS METHODS FOR TESTING
321 MODIFIED GRAVITY THEORY

322 In this section, we briefly review the methods to test the
323 MG theories. Vallisneri [35] has proposed a model com-
324 parison analysis of simple MG, and derived a formula that
325 characterize the possibility to detect the effects of MG on
326 gravitational waves.
327 First, we define the noise-weighted inner product of
328 signals hA and hB by

ðhAjhBÞ≡ 4Re
Z

fmax

fmin

hAðfÞhBðfÞ
SnðfÞ

df; ð21Þ

329 where SnðfÞ is the one-sided noise power spectrum density
330 of a detector.

331The limits of integration fmin and fmax are taken to be
332fmin ¼ flow and fmax ¼ fISCO where flow is the lower
333cutoff frequency that is defined for each detector, while
334fISCO is the frequency at the innermost stable circular orbit
335of the binary. We adopt fISCO ¼ ð63=2πMtÞ−1 as an
336approximation.
337The signal-to-noise (SNR) ratio for a given signal h is its
338norm defined as

SNR ¼ jhj ¼
ffiffiffiffiffiffiffiffiffiffiffi
ðhjhÞ

p
: ð22Þ

339We also define the fitting factor (FF) [41] that is used to
340characterize the deviation of a MG waveform from the GR
341waveform. The FF is defined as

FFðθMGÞ ¼ max
θGR

ðhGRðθGRÞjhMGðθMGÞÞ
jhGRðθGRÞjjhMGðθMGÞj

; ð23Þ

342where hGRðθGRÞ and hMGðθMGÞ are the GR and MG
343waveforms, θGR represents the source parameters in GR,
344and θMG represents the parameters in the MG theory.
345By definition, the maximum of FF is 1, which is realized
346when the MG waveform coincides with the GR waveform.
347Thus, 1 − FF measures the strength of the MG corrections
348that cannot be absorbed by the variation of the GR source
349parameters.
350The SNR and FF of each waveform in Figs. 1–2 become
351as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (31,0.50),
352(c) (26,0.47), (d) (21,0.53). The same values for Fig. 3
353become as follows: ðSNR;FFÞ ¼ (a) (8.7,1.0), (b) (19,0.58),
354(c) (26,0.47), (d) (34,0.41).
355Now we explain Vallisneri’s formula that is based on
356the Bayesian hypothesis testing. The Vallisneri’s formula
357can be used for estimating the SNR value required for
358discrimination of gravity models based on FF. This analysis
359is valid for large SNR signals and Gaussian detector
360noise.
361In this method, the odds ratio is a key quantity that is
362interpreted as the odds of MG over GR. The Bayesian odds
363ratio for MG over GR is defined as

O ¼ PðMGjsÞ
PðGRjsÞ

¼ PðMGÞ
PðGRÞ

PðsjMGÞ
PðsjGRÞ

; ð24Þ

364where PðMGjsÞ and PðGRjsÞ are the posterior probabilities
365of the MG and GR hypotheses for a given data s, PðMGÞ
366and PðGRÞ are the prior probabilities of the MG and GR
367hypotheses, and PðsjMGÞ and PðsjGRÞ are the fully
368marginalized likelihood or evidence of the MG and GR
369hypotheses. The odds ratio when the data contain a MG
370signal is given by OMG ¼ PðMGjsMGÞ=PðGRjsMGÞ, while
371the odds ratio when the data contain a GR signal is given by
372OGR ¼ PðMGjsGRÞ=PðGRjsGRÞ, where sMG is the data
373that contain the MG signal and sGR is the data that contain
374the GR signal. Cornish et al. [42] have shown that in the
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F4:1 FIG. 4 (color online). The time-domain gravitational waveform
F4:2 hðtÞ. The parameters are the same as those of Fig. 3.
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limit of large SNR and small MG deviations, the logarithm
of the odds ratio scales as SNR2

res, where the residual
signal-to-noise ratio, SNRres, is defined as SNRres≡
SNR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − FF

p
. We declare the detection of MG when the

odds ratio exceeds a certain threshold Othr. We set the
threshold Othr by requiring a given false alarm probability,
F, which is the fraction of observation in which O happens
to exceed Othr in the case of GR signal. The efficiency of
the detection, E, is the fraction of observation in which O
exceedsOthr in the case of MG signal. When one computes
E as a function of F, E is a simple function of the residual
signal-to-noise ratio SNRres.
The formula is given as [35]

E ¼ 1 −
1

2
ðerfð−SNRres þ erfc−1ðFÞÞ

− erfð−SNRres − erfc−1ðFÞÞÞ; ð25Þ

where z ¼ erfc−1ðFÞ is the solution of erfcðzÞ ¼ F. In this
paper, we assume E ¼ 1=2 and F ¼ 10−4. The solution of
(25), with E ¼ 1=2 and F ¼ 10−4, is denoted as
SNRres ¼ SNRc

res. The SNR required for confident MG
detection is then given as SNRreq ¼ SNRc

res=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − FF

p
. We

can find that the SNR required to detect 10% of deviations
from GR (FF ¼ 0.9) is 8.699.
Del Pozzo et al. [36] have shown that the scaling that the

logarithm of the odds ratio scales as SNR2
res holds in the

case of two or more MG parameters at the lowest order of
ð1 − FFÞ2. Thus, Eq. (25) holds for two or more MG
parameters.
When the bigravity signal is detected, the next question

is how accurately the bigravity parameters can be mea-
sured. To quantify the measurement accuracy of parame-
ters, we compute the standard Fisher matrix,

Γab ≡
" ∂h
∂θa

####
∂h
∂θb

$
; ð26Þ

which is an 8 × 8 matrix in the present context. For
sufficiently strong signal, the measurement accuracy of a
parameter θa can be evaluated as

Δθa ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðθa − hθaiÞ2i

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΓ−1Þaa

q
: ð27Þ

IV. PHENOMENOLOGICAL MODEL

First, we consider the phenomenological model, in
which the bigravity parameters μ2, ~c − 1, and κξ2c are
treated as independent parameters, although μ2 and ~c − 1
are related with each other in the case of the ghost-free
bigravity. This case is discussed in the succeeding section.

A. Detectability of the bigravity corrections
to the waveforms

In this section, we evaluate the detectable region of the
parameters of the bigravity theory with the observation of
gravitational waves by an advanced laser interferometer.
We consider the three cases of binary with masses,
ð1.4M⊙; 1.4M⊙Þ (fISCO ¼ 1570 Hz), ð1.4M⊙; 10M⊙Þ
(fISCO ¼ 386Hz), and ð10M⊙; 10M⊙Þ (fISCO ¼ 219 Hz).
In this paper, we consider the face-on binaries that are
located at the zenith direction from the detector. We thus do
not consider the dependence on the inclination, the source
location on the sky, and the polarization angle of the wave.
We obtain SNRres from Eq. (25) by setting E ¼ 1=2 and

F ¼ 10−4. The detectable region of the bigravity correction
is the region where SNR > SNRreq ¼ SNRres=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − FF

p
is

satisfied. Figure 5 shows the detectable region of ðμ2; ~c −
1Þ in the case of ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and
κξ2c ¼ 100. Curves correspond to the distance to the source
DL ¼ 200 Mpc (solid line) and 100 Mpc (dashed line),
respectively. The upper-right regions of these lines are
the region in which the bigravity correction is detectable.
The regions shown in Fig. 5 have not been excluded
with the solar system experiments yet (see Ref. [24] for
detail). Thus, this figure shows an interesting possibility to

FIG. 5. The detectable region of the bigravity corrections to the
waveforms in the case ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and
κξ2c ¼ 100. Curves correspond to the distance to the source at
DL ¼ 200 Mpc (solid) and 100 Mpc (dashed). The detectable
region is upper and right-hand side of these curves. The
detectable region is defined as the region where SNR >
SNRreq is satisfied. The false-alarm probability is set to
F ¼ 10−4.
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constrain and detect the bigravity correction to the GR
waveforms from CCB.
By comparing the regions in Fig. 5, we find that the

detectable region for DL ¼ 100 Mpc is slightly larger than
that for DL ¼ 200 Mpc. The effect of larger SNR for
smaller distance turns out not to be very large.
We compare the effect of the masses of the binaries on

the detectable region. We consider NSBH with ðm1; m2Þ ¼
ð1.4M⊙; 10M⊙Þ and BBH with ðm1; m2Þ ¼ ð10M⊙;
10M⊙Þ. We set the distance of these systems so that the
SNR in the GR limit is 8.7, which is the value for BNS at
200 Mpc. The distance with SNR ¼ 8.7 becomes 416 Mpc
for NSBH and 980Mpc for BBH. The upper and right-hand
side of the lines in Fig. 6 represents the detectable regions
on ðμ2; ~c − 1Þ plane. For simplicity, we do not consider the
cosmological redshift effect. We find that the detectable
region in the case of NSBH is slightly smaller than that of
BNS. On the other hand, the detectable region is slightly
larger for BBH than for BNS.
We also consider the cases with different values of κξ2c.

In Fig. 7, we show the detectable region for κξ2c ¼ 50; 100,
and 1000 for BNS at 200 Mpc. We find that the detectable
region does not strongly depend on the parameter κξ2c.

B. Interpretation of the detectable region

Now we investigate the origin of the shape of the
detectable region in Figs. 5–7. Equation (18) represents

the peak frequency of amplitude of the bigravity waveform
in the frequency domain as a function of ~c − 1 and μ2.
We recover the dimension and rewrite Eq. (18) as

~c − 1

μ2
¼ 1.1 × 1015

!
100 Hz
fpeak

"
2

cm2: ð28Þ

When the value of fpeak is located within the detector’s
sensitivity band, and less than fISCO, the bigravity effects
can be detected easily. We take the maximum frequency of
the detector’s sensitivity band to be 1000 Hz corresponding
to the sensitivity curve of advanced LIGO used in this
paper. Then the above equation becomes

~c − 1≳ 1.1 × 10−19
!

μ2

10−32 cm−2

"!
103 Hz
fmax

"
2

: ð29Þ

We can see that this equation approximately expresses
the lower boundary of the region for μ2 > 10−32 cm−2 in
Fig. 5.
As discussed in Sec. II C, the largest effect of the

bigravity model can occur when x ≈ 1. In such a case,
Eq. (15) is rewritten as

~c − 1≃ 1.3 × 10−18ðΔδΦÞ2
!
10−34 cm−2

μ2

"!
κξ2c
100

"

×
!
200 Mpc

DL

"
2

: ð30Þ

If ΔδΦ ≠ 0, the deviation of bigravity from GR becomes
possible to detect. By setting ðΔδΦÞ ∼ 0.3, we can see that

FIG. 6. A plot similar to Fig. 5 but for the waveforms from BNS
with ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ at 200 Mpc (solid), NSBH
with ðm1; m2Þ ¼ ð1.4M⊙; 10M⊙Þ at 416 Mpc (dashed), and
BBH with ðm1; m2Þ ¼ ð10M⊙; 10M⊙Þ at 980 Mpc (dot-dashed),
respectively. We set κξ2c ¼ 100. The detectable region is upper
and right-hand side of these curves. SNR of the gravitational
waves from these systems in GR limit are 8.7.

FIG. 7. A plot similar to Fig. 5, but for κξ2c ¼ 50 (dashed), 100
(solid), and 1000 (dot-dashed), respectively. The masses are
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and the distance is 200 Mpc.
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constrain and detect the bigravity correction to the GR
waveforms from CCB.
By comparing the regions in Fig. 5, we find that the

detectable region for DL ¼ 100 Mpc is slightly larger than
that for DL ¼ 200 Mpc. The effect of larger SNR for
smaller distance turns out not to be very large.
We compare the effect of the masses of the binaries on

the detectable region. We consider NSBH with ðm1; m2Þ ¼
ð1.4M⊙; 10M⊙Þ and BBH with ðm1; m2Þ ¼ ð10M⊙;
10M⊙Þ. We set the distance of these systems so that the
SNR in the GR limit is 8.7, which is the value for BNS at
200 Mpc. The distance with SNR ¼ 8.7 becomes 416 Mpc
for NSBH and 980Mpc for BBH. The upper and right-hand
side of the lines in Fig. 6 represents the detectable regions
on ðμ2; ~c − 1Þ plane. For simplicity, we do not consider the
cosmological redshift effect. We find that the detectable
region in the case of NSBH is slightly smaller than that of
BNS. On the other hand, the detectable region is slightly
larger for BBH than for BNS.
We also consider the cases with different values of κξ2c.

In Fig. 7, we show the detectable region for κξ2c ¼ 50; 100,
and 1000 for BNS at 200 Mpc. We find that the detectable
region does not strongly depend on the parameter κξ2c.

B. Interpretation of the detectable region

Now we investigate the origin of the shape of the
detectable region in Figs. 5–7. Equation (18) represents

the peak frequency of amplitude of the bigravity waveform
in the frequency domain as a function of ~c − 1 and μ2.
We recover the dimension and rewrite Eq. (18) as

~c − 1

μ2
¼ 1.1 × 1015

!
100 Hz
fpeak

"
2

cm2: ð28Þ

When the value of fpeak is located within the detector’s
sensitivity band, and less than fISCO, the bigravity effects
can be detected easily. We take the maximum frequency of
the detector’s sensitivity band to be 1000 Hz corresponding
to the sensitivity curve of advanced LIGO used in this
paper. Then the above equation becomes

~c − 1≳ 1.1 × 10−19
!

μ2

10−32 cm−2

"!
103 Hz
fmax

"
2

: ð29Þ

We can see that this equation approximately expresses
the lower boundary of the region for μ2 > 10−32 cm−2 in
Fig. 5.
As discussed in Sec. II C, the largest effect of the

bigravity model can occur when x ≈ 1. In such a case,
Eq. (15) is rewritten as

~c − 1≃ 1.3 × 10−18ðΔδΦÞ2
!
10−34 cm−2

μ2

"!
κξ2c
100

"

×
!
200 Mpc

DL

"
2

: ð30Þ

If ΔδΦ ≠ 0, the deviation of bigravity from GR becomes
possible to detect. By setting ðΔδΦÞ ∼ 0.3, we can see that

FIG. 6. A plot similar to Fig. 5 but for the waveforms from BNS
with ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ at 200 Mpc (solid), NSBH
with ðm1; m2Þ ¼ ð1.4M⊙; 10M⊙Þ at 416 Mpc (dashed), and
BBH with ðm1; m2Þ ¼ ð10M⊙; 10M⊙Þ at 980 Mpc (dot-dashed),
respectively. We set κξ2c ¼ 100. The detectable region is upper
and right-hand side of these curves. SNR of the gravitational
waves from these systems in GR limit are 8.7.

FIG. 7. A plot similar to Fig. 5, but for κξ2c ¼ 50 (dashed), 100
(solid), and 1000 (dot-dashed), respectively. The masses are
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and the distance is 200 Mpc.
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Eq. (30) roughly represents the lower boundary of the
detectable region for μ2 ≲ 10−34 cm−2 in Fig. 5.
We can also eliminate ~c − 1 or μ2 from Eqs. (28) and

(30). We obtain

μ2 ≃ 3.4 × 10−35ðΔδΦÞ
!

f
10 Hz

"!
κξ2c
100

"
1=2

×
!
200 Mpc

DL

"
cm−2; ð31Þ

~c − 1≃ 3.9 × 10−20ðΔδΦÞ
!
1000 Hz

f

"!
κξ2c
100

"
1=2

×
!
200 Mpc

DL

"
: ð32Þ

These two equations can give the lower boundary for μ2

and ~c − 1. By setting f ∼ fmin ∼ a few 10 Hz for (31),
f ∼ fmax ∼ 103 Hz for (32), and ðΔδΦÞ ∼ 0.3, we can
see that these two equations represent approximately the
lower bound of the detectable region for μ2 and ~c − 1
in Fig. 5.
The boundary of Fig. 6 can be understood similarly.

The lower boundary of Fig. 6 is determined by Eq. (29). For
these systems we have fISCO ¼ 1570 Hz (BNS), 386 Hz
(NSBH), and 220 Hz (BBH). Since fISCO for NSBH and
BBH becomes lower than that for BNS, fmax in Eq. (29)
becomes smaller, which raises the lower boundary for μ2 to
μ2 > 10−33 cm−2 in Fig. 6.
Other differences are produced by the difference of

distance in Eq. (30). For NSBH and BBH, the distance
is larger and the lower boundary becomes lower than that of
BNS. We can also understand most of the lowest boundary
of μ2 and ~c − 1 in Fig. 6 from the dependence on the
distance of Eqs. (31)–(32). However, the difference
between BNS and NSBH of the lowest boundary for μ2

is very small.
In Fig. 7, we see that the difference of κξ2c produces only

a small difference in the detectable region. As we saw in
Figs. 3–4, the amplitude of bigravity waveform becomes
larger when κξ2c is larger. Thus, SNR of the signal becomes
larger. However, from Eqs. (30)–(32), we find that larger
κξ2c raises the lower boundary of μ2 and ~c − 1. These two
effects compensate each other, and the difference of the
detectable region becomes very small in Fig. 7. The only
difference we can see is the boundary for μ2 > 10−32 cm−2,
for which Eq. (29) determines the boundary. Since Eq. (29)
dose not depend on κξ2c, large SNR for larger κξ2c produces
a slightly wider detectable region.
Here, we mention the correspondence between Fig. 5

and the contours of the fitting factor between the GR and
bigravity waveforms, which are plotted in Fig. 8. The FF is
computed by maximizing Eq. (23) with respect to m1

and m2 for each value of (μ2, ~c − 1), at fixed κξ2c ¼ 100.
We find that the detectable region of the bigravity

corrections in Fig. 5 is very similar to the red solid contour
of FF ¼ 0.9 in Fig. 8. This fact shows that the detectable
region in Fig. 5 is almost determined by the value of the
fitting factor in this case.
Figure 9 shows the contour of SNR for BNS. By

comparing SNRreq from Fig. 8 and SNR from Fig. 9, we
can obtain the detectable region of Fig. 5 as the region
where SNR > SNRreq is satisfied.

C. Constraints on bigravity parameters

Next, we evaluate the measurement accuracy of the
bigravity parameters. We compare the error contour on
the ðμ2; ~c − 1Þ plane for the sources at different distances.
In order to see the genuine effect of the bigravity on the
waveform through the different source distance, we
renormalize the amplitude of the waveforms so that the
signals have the same SNR. In Fig. 10, we show the
measurement accuracy in the case of ðμ2; ~c − 1Þ ¼
ð10−33 cm−2; 10−18Þ, and for the BNS at 200 and
100 Mpc, but with SNR renormalized to SNR ¼ 10. In
this case, the expected accuracy of log μ2 is Oð0.1Þ% at 1σ
level. We find that the accuracy is better for the 200 Mpc
case. Note that the phase shift, δΦ1;2, in Eq. (15) depends
on the distance. For the parameters in Fig. 10, The factor
1þ 2B1B2ðcosðΔδΦÞ − 1Þ is 97.1 for DL ¼ 200 Mpc and
41.1 for DL ¼ 100 Mpc. Thus, the bigravity effect is larger
for the 200 Mpc case. In Fig. 11, we show the error contour
in the case of different parameters of ðμ2; ~c − 1Þ ¼
ð10−32 cm−2; 10−19Þ. We find the same trend as above:

FIG. 8. Contour plots of the fitting factor between the GR and
bigravity waveforms in the ðμ2; ~c − 1Þ parameter space. Here we
adopt the model κξ2c ¼ 100. Curves correspond to contours of
FF ¼ 0.9 (solid), FF ¼ 0.95 (dashed), and FF ¼ 0.99 (dotted).
We assume BNS at DL ¼ 200 Mpc.
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the 1σ error of log μ2 isOð0.1Þ%, and the accuracy is better
for the 200 Mpc case.

V. THE DFNT SUBSET OF THE
BIGRAVITY MODEL

Next, we study the DFNT subset of the bigravity model
[24], in which the bigravity parameters obey the relation

~c − 1 ¼ 3H2
0

ρm
ρc

1þ κξ2c
μ2

; ð33Þ

where H0 is the Hubble parameter at the present epoch and
ρc is the critical density. The value of ~c − 1 is large in the
high density region, while it is small in the low density
region. We assume GWs are generated in a galaxy where
the density is higher than the average density in the
intergalactic space. We also assume that GWs experience
much lower density during the propagation between
galaxies. We neglect the effect of the high density region
on the phase corrections δΦ1;2, and we evaluate the phase
corrections by using the background density of the
Universe. On the other hand, we assume that the dispersion
relations of the modes 1, 2 adiabatically evolve because
of the slow evolution of the background. Therefore, by
assuming conservation of energy for each mode, we
evaluate the amplitude corrections B1;2 with the average
density in the galaxy, ρgal, where binaries are embedded.
Figure 12 shows the gravitational waveforms for the DFNT
subset of the bigravity model for different values of the
average density in the galaxy. Curves in Fig. 12 are for
(a) GR [solid (blue)] and for the DFNT subset of the

FIG. 9. Contour plots of the SNR of bigravity waveforms in the
ðμ2; ~c − 1Þ parameter space. The parameters are the same as those
of Fig. 5. Curves correspond to contours of SNR ¼ 8.75 (solid),
SNR ¼ 10 (dashed), SNR ¼ 18 (dotted), and SNR ¼ 25
(dot-dashed). We assume BNS at DL ¼ 200 Mpc.

FIG. 10. Projected 1σ error contours on the (μ2, ~c − 1) plane.
The results are obtained from the Fisher matrix with 8-parameters,
log μ2; logð~c − 1Þ; κξ2c; logDL;M; η; tc, and Φc, and margin-
alized over 6 parameters other than log μ2 and logð~c − 1Þ. The
fiducial model is ðμ2; ~c − 1Þ ¼ ð10−33cm−2; 10−18Þ, for BNS
at DL ¼ 200 Mpc (solid) and at 100 Mpc (dashed). SNR is
renormalized to SNR ¼ 10.

FIG. 11. Same as Fig. 10 but for the fiducial model,
ðμ2; ~c − 1Þ ¼ ð10−32 cm−2; 10−19Þ. SNR is renormalized to
SNR ¼ 10.
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the 1σ error of log μ2 isOð0.1Þ%, and the accuracy is better
for the 200 Mpc case.

V. THE DFNT SUBSET OF THE
BIGRAVITY MODEL

Next, we study the DFNT subset of the bigravity model
[24], in which the bigravity parameters obey the relation

~c − 1 ¼ 3H2
0

ρm
ρc

1þ κξ2c
μ2

; ð33Þ

where H0 is the Hubble parameter at the present epoch and
ρc is the critical density. The value of ~c − 1 is large in the
high density region, while it is small in the low density
region. We assume GWs are generated in a galaxy where
the density is higher than the average density in the
intergalactic space. We also assume that GWs experience
much lower density during the propagation between
galaxies. We neglect the effect of the high density region
on the phase corrections δΦ1;2, and we evaluate the phase
corrections by using the background density of the
Universe. On the other hand, we assume that the dispersion
relations of the modes 1, 2 adiabatically evolve because
of the slow evolution of the background. Therefore, by
assuming conservation of energy for each mode, we
evaluate the amplitude corrections B1;2 with the average
density in the galaxy, ρgal, where binaries are embedded.
Figure 12 shows the gravitational waveforms for the DFNT
subset of the bigravity model for different values of the
average density in the galaxy. Curves in Fig. 12 are for
(a) GR [solid (blue)] and for the DFNT subset of the

FIG. 9. Contour plots of the SNR of bigravity waveforms in the
ðμ2; ~c − 1Þ parameter space. The parameters are the same as those
of Fig. 5. Curves correspond to contours of SNR ¼ 8.75 (solid),
SNR ¼ 10 (dashed), SNR ¼ 18 (dotted), and SNR ¼ 25
(dot-dashed). We assume BNS at DL ¼ 200 Mpc.

FIG. 10. Projected 1σ error contours on the (μ2, ~c − 1) plane.
The results are obtained from the Fisher matrix with 8-parameters,
log μ2; logð~c − 1Þ; κξ2c; logDL;M; η; tc, and Φc, and margin-
alized over 6 parameters other than log μ2 and logð~c − 1Þ. The
fiducial model is ðμ2; ~c − 1Þ ¼ ð10−33cm−2; 10−18Þ, for BNS
at DL ¼ 200 Mpc (solid) and at 100 Mpc (dashed). SNR is
renormalized to SNR ¼ 10.

FIG. 11. Same as Fig. 10 but for the fiducial model,
ðμ2; ~c − 1Þ ¼ ð10−32 cm−2; 10−19Þ. SNR is renormalized to
SNR ¼ 10.
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evaluate the amplitude corrections B1;2 with the average
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Figure 12 shows the gravitational waveforms for the DFNT
subset of the bigravity model for different values of the
average density in the galaxy. Curves in Fig. 12 are for
(a) GR [solid (blue)] and for the DFNT subset of the

FIG. 9. Contour plots of the SNR of bigravity waveforms in the
ðμ2; ~c − 1Þ parameter space. The parameters are the same as those
of Fig. 5. Curves correspond to contours of SNR ¼ 8.75 (solid),
SNR ¼ 10 (dashed), SNR ¼ 18 (dotted), and SNR ¼ 25
(dot-dashed). We assume BNS at DL ¼ 200 Mpc.

FIG. 10. Projected 1σ error contours on the (μ2, ~c − 1) plane.
The results are obtained from the Fisher matrix with 8-parameters,
log μ2; logð~c − 1Þ; κξ2c; logDL;M; η; tc, and Φc, and margin-
alized over 6 parameters other than log μ2 and logð~c − 1Þ. The
fiducial model is ðμ2; ~c − 1Þ ¼ ð10−33cm−2; 10−18Þ, for BNS
at DL ¼ 200 Mpc (solid) and at 100 Mpc (dashed). SNR is
renormalized to SNR ¼ 10.

FIG. 11. Same as Fig. 10 but for the fiducial model,
ðμ2; ~c − 1Þ ¼ ð10−32 cm−2; 10−19Þ. SNR is renormalized to
SNR ¼ 10.
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bigravity model with ρgal ¼ (b) 105.5ρc [dot-dashed
(green)], (c) 105ρc [long-dashed (red)], and (d) 104.5ρc
[dashed (black)], respectively. We set ðμ2; κξ2cÞ ¼
ð10−32 cm−2; 100Þ and DL ¼ 200 Mpc. The gravitational
waveforms for the DFNT subset of the bigravity model are
significantly different from those for the phenomenological
bigravity model. From Eqs. (18) and (33), we see that fpeak
increases as μ2 increases, κξ2c decreases, and ρgal decreases,
and does not depend on DL. The value of fpeak for the
parameters in Fig. 12 are (b) 44 Hz, (c) 78 Hz, and
(d) 138 Hz. The SNR and FF of each waveform in
Fig. 12 become as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0),
(b) (26,0.71), (c) (24,0.72), (d) (19,0.73).
Figure 13 shows the detectable region of ðμ2; κξ2cÞ for the

DFNT subset of the bigravity model in the case of
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and DL ¼ 200 Mpc.
Curves correspond to the average density in the galaxies
ρgal ¼ 105.5ρc (dashed), ρgal ¼ 105ρc (solid), and ρgal ¼
104.5ρc (dot-dashed), respectively. There are two detectable
regions. The right region corresponds to the region where
the amplitude deviation from that of the GR waveform is
significant, while the left region corresponds to the region
where the phase deviation from that of the GR waveform is

significant. The left region does not exist in the phenom-
enological model. As an example, if we pick up one point
in the left region at ðμ2; κξ2cÞ ¼ ð10−34 cm−2; 103.2Þ, we
have fpeak ¼ 0.20 Hz for ρGal ¼ 105ρc, which is out of
the detector sensitivity band. While the amplitude and
SNRð¼ 8.7Þ is very similar to that in GR waveform in this

FIG. 12 (color online). The frequency-domain gravitational
waves hðfÞ for DFNT subset of the bigravity model for different
values of the average density in the galaxies ρgal, where GWs are
generated. The curves are plotted for (a) GR (solid (blue)) and for
the DFNT subset of the bigravity model with (b) ρgal ¼ 105.5ρc
(dot-dashed (green)), (c) 105ρc (long-dashed (red)), and
(d) 104.5ρc (dashed (black)), respectively, at fixed
ðμ2; κξ2cÞ ¼ ð10−32 cm−2; 100Þ. Here we consider BNS at the
distance,DL ¼ 200 Mpc. The SNR and the fitting factor between
GR waveform and each waveform in this figure become as
follows. ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (26,0.71), (c) (24,0.72),
(d) (19,0.73).

FIG. 13. The detectable region of the bigravity corrections to
the waveforms for DFNT subset of the bigravity model in the case
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and DL ¼ 200 Mpc. Curves cor-
respond to the average density in the galaxies ρgal ¼ 105.5ρc
(dashed), 105ρc (solid), and 104.5ρc (dot-dashed).

FIG. 14. A plot similar to Fig. 13, but for DL ¼ 100 Mpc
(dashed) and 200 Mpc (solid), respectively. The masses are
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ. We set ρgal ¼ 105ρc.
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where H0 is the Hubble parameter at the present epoch and
ρc is the critical density. The value of ~c − 1 is large in the
high density region, while it is small in the low density
region. We assume GWs are generated in a galaxy where
the density is higher than the average density in the
intergalactic space. We also assume that GWs experience
much lower density during the propagation between
galaxies. We neglect the effect of the high density region
on the phase corrections δΦ1;2, and we evaluate the phase
corrections by using the background density of the
Universe. On the other hand, we assume that the dispersion
relations of the modes 1, 2 adiabatically evolve because
of the slow evolution of the background. Therefore, by
assuming conservation of energy for each mode, we
evaluate the amplitude corrections B1;2 with the average
density in the galaxy, ρgal, where binaries are embedded.
Figure 12 shows the gravitational waveforms for the DFNT
subset of the bigravity model for different values of the
average density in the galaxy. Curves in Fig. 12 are for
(a) GR [solid (blue)] and for the DFNT subset of the

FIG. 9. Contour plots of the SNR of bigravity waveforms in the
ðμ2; ~c − 1Þ parameter space. The parameters are the same as those
of Fig. 5. Curves correspond to contours of SNR ¼ 8.75 (solid),
SNR ¼ 10 (dashed), SNR ¼ 18 (dotted), and SNR ¼ 25
(dot-dashed). We assume BNS at DL ¼ 200 Mpc.

FIG. 10. Projected 1σ error contours on the (μ2, ~c − 1) plane.
The results are obtained from the Fisher matrix with 8-parameters,
log μ2; logð~c − 1Þ; κξ2c; logDL;M; η; tc, and Φc, and margin-
alized over 6 parameters other than log μ2 and logð~c − 1Þ. The
fiducial model is ðμ2; ~c − 1Þ ¼ ð10−33cm−2; 10−18Þ, for BNS
at DL ¼ 200 Mpc (solid) and at 100 Mpc (dashed). SNR is
renormalized to SNR ¼ 10.

FIG. 11. Same as Fig. 10 but for the fiducial model,
ðμ2; ~c − 1Þ ¼ ð10−32 cm−2; 10−19Þ. SNR is renormalized to
SNR ¼ 10.
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(green)], (c) 105ρc [long-dashed (red)], and (d) 104.5ρc
[dashed (black)], respectively. We set ðμ2; κξ2cÞ ¼
ð10−32 cm−2; 100Þ and DL ¼ 200 Mpc. The gravitational
waveforms for the DFNT subset of the bigravity model are
significantly different from those for the phenomenological
bigravity model. From Eqs. (18) and (33), we see that fpeak
increases as μ2 increases, κξ2c decreases, and ρgal decreases,
and does not depend on DL. The value of fpeak for the
parameters in Fig. 12 are (b) 44 Hz, (c) 78 Hz, and
(d) 138 Hz. The SNR and FF of each waveform in
Fig. 12 become as follows: ðSNR; FFÞ ¼ (a) (8.7,1.0),
(b) (26,0.71), (c) (24,0.72), (d) (19,0.73).
Figure 13 shows the detectable region of ðμ2; κξ2cÞ for the
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ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and DL ¼ 200 Mpc.
Curves correspond to the average density in the galaxies
ρgal ¼ 105.5ρc (dashed), ρgal ¼ 105ρc (solid), and ρgal ¼
104.5ρc (dot-dashed), respectively. There are two detectable
regions. The right region corresponds to the region where
the amplitude deviation from that of the GR waveform is
significant, while the left region corresponds to the region
where the phase deviation from that of the GR waveform is

significant. The left region does not exist in the phenom-
enological model. As an example, if we pick up one point
in the left region at ðμ2; κξ2cÞ ¼ ð10−34 cm−2; 103.2Þ, we
have fpeak ¼ 0.20 Hz for ρGal ¼ 105ρc, which is out of
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waves hðfÞ for DFNT subset of the bigravity model for different
values of the average density in the galaxies ρgal, where GWs are
generated. The curves are plotted for (a) GR (solid (blue)) and for
the DFNT subset of the bigravity model with (b) ρgal ¼ 105.5ρc
(dot-dashed (green)), (c) 105ρc (long-dashed (red)), and
(d) 104.5ρc (dashed (black)), respectively, at fixed
ðμ2; κξ2cÞ ¼ ð10−32 cm−2; 100Þ. Here we consider BNS at the
distance,DL ¼ 200 Mpc. The SNR and the fitting factor between
GR waveform and each waveform in this figure become as
follows. ðSNR; FFÞ ¼ (a) (8.7,1.0), (b) (26,0.71), (c) (24,0.72),
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FIG. 13. The detectable region of the bigravity corrections to
the waveforms for DFNT subset of the bigravity model in the case
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ and DL ¼ 200 Mpc. Curves cor-
respond to the average density in the galaxies ρgal ¼ 105.5ρc
(dashed), 105ρc (solid), and 104.5ρc (dot-dashed).
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(dashed) and 200 Mpc (solid), respectively. The masses are
ðm1; m2Þ ¼ ð1.4M⊙; 1.4M⊙Þ. We set ρgal ¼ 105ρc.
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